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Estimating Rates of Progression 
and Predicting Future Visual 
Fields in Glaucoma Using a Deep 
Variational Autoencoder
Samuel I. Berchuck1,2, Sayan Mukherjee3 & Felipe A. Medeiros1*

In this manuscript we develop a deep learning algorithm to improve estimation of rates of progression 
and prediction of future patterns of visual field loss in glaucoma. A generalized variational auto-encoder 
(VAE) was trained to learn a low-dimensional representation of standard automated perimetry (SAP) 
visual fields using 29,161 fields from 3,832 patients. The VAE was trained on a 90% sample of the data, 
with randomization at the patient level. Using the remaining 10%, rates of progression and predictions 
were generated, with comparisons to SAP mean deviation (MD) rates and point-wise (PW) regression 
predictions, respectively. The longitudinal rate of change through the VAE latent space (e.g., with 
eight dimensions) detected a significantly higher proportion of progression than MD at two (25% 
vs. 9%) and four (35% vs 15%) years from baseline. Early on, VAE improved prediction over PW, with 
significantly smaller mean absolute error in predicting the 4th, 6th and 8th visits from the first three (e.g., 
visit eight: VAE8: 5.14 dB vs. PW: 8.07 dB; P < 0.001). A deep VAE can be used for assessing both rates 
and trajectories of progression in glaucoma, with the additional benefit of being a generative technique 
capable of predicting future patterns of visual field damage.

Glaucoma is a progressive optic neuropathy that results in characteristic changes to the optic disc and retinal 
nerve fiber layer1. Although damage from glaucoma is irreversible, early treatment can usually prevent or slow 
down progression to functional damage and visual impairment2. Assessment of functional damage is essential for 
management of the disease and standard automated perimetry (SAP) remains the default method for monitoring 
functional changes in the disease3.

Estimation of rates of functional deterioration by SAP is essential for determining patient prognosis and 
aggressiveness of therapy. However, the best method for estimating such rates is still a matter of controversy4. 
While rates of change can be estimated by global parameters, such as mean deviation (MD), these rates would 
potentially ignore fast localized losses occurring in an otherwise mostly stable field. Several previous studies 
have approached this problem by attempting to project the high-dimensional (i.e., multiple locations) visual 
field to a lower dimensional representation, thus reducing variability and removing collinearity in the visual field 
measurements. This has been implemented successfully using a variety of unsupervised dimension reduction 
techniques5–8, that learn latent features derived from the original visual field data. Therefore, from the original 
52-dimensional visual field on the SAP 24-2 test, for example, these techniques arrive at a much lower number of 
“meaningful” latent dimensions summarizing the original visual field.

Rates of progression can then be derived by analyzing the slopes of latent features across time. However, 
although previously used techniques may be able to learn a latent feature space; they cannot be used as realistic 
generators of visual field data, as they are designed explicitly for dimension reduction. Besides estimating how 
fast a patient is progressing (i.e., the current rate of change), it is also important to be able to generate, or predict, 
future visual field data from the currently available data for that patient. Such predictions would carry important 
prognostic value, by determining the likely areas of future damage over time which can help inform the impact 
of the disease on quality of life9.
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In contrast to previously used models, a generative model learns a data generating mechanism (i.e., dis-
tribution), thus allowing for predictions of future visual fields. Historically, the task of learning a distribution 
of a high-dimensional data object was untenable without making simplifying assumptions, leading to the 
use of techniques like point-wise (PW) regression for visual fields10. Modeling high-dimensional processes 
has become a reality with the explosion of deep learning. Deep learning has been applied effectively in health 
application, including the field of ophthalmology11–13, and in particular for visual fields14,15. The most common 
generative models are the generative adversarial network and variational auto-encoder (VAE)16,17. These meth-
ods can learn the complex distributions of high-dimensional biological data by first learning a projection to a 
lower-dimensional latent space, and then a mapping back to the original image. The latent space of these genera-
tive models has previously been shown to reveal novel biological patterns18,19. In this manuscript, we implement a 
general form of the VAE to learn a clinically motivated latent representation which can be used to determine rates 
of disease progression, and consequently, a generative process for visual field data.

Methods
Visual fields included in this analysis came from participants enrolled in a prospective longitudinal study designed 
to evaluate functional impairment in glaucoma. Written informed consent was obtained from all participants 
and the institutional review board and human subjects committee at Duke University approved all methods. All 
methods adhered to the tenets of the Declaration of Helsinki for research involving human subjects and the study 
was conducted in accordance with the regulations of the Health Insurance Portability and Accountability Act.

During follow-up, patients underwent comprehensive ophthalmologic examinations, including review of 
medical history, visual acuity, slit-lamp biomicroscopy, intraocular pressure measurement, gonioscopy, dilated 
funduscopic examination, stereoscopic optic disc photography, and SAP using 24-2 Swedish interactive thresh-
old algorithm standard (Carl Zeiss Meditec, Inc, Dublin, California, USA). Visual fields were excluded in the 
presence of eyelid or rim artifacts, fatigue effects, or evidence that the visual field results were caused by a disease 
other than glaucoma. Visual fields were also excluded if they had more than 33% fixation losses or more than 15% 
false-positive errors.

The VAE is an unsupervised technique, however in order to visualize the latent feature space of the VAE, we 
defined disease status as normal, suspect, and glaucoma. Glaucoma was defined by the presence of two or more 
repeatable glaucomatous visual field defects at baseline, defined as a pattern standard deviation with P < 0.05, or 
a Glaucoma Hemifield Test result outside normal limits, and corresponding optic nerve damage. Eyes were con-
sidered normal if they were recruited from the general population and had no visual field defects. The remaining 
eyes were considered suspects and had history of high intraocular pressure or suspicious glaucomatous appear-
ance of the optic nerve, but in the absence of confirmed visual field defects.

Visual field preparation.  The 24-2 SAP produces visual fields with 52 informative data observations that 
together constitute an eye’s field of vision. The shape of a visual field is not rectangular, as is typically required for 
deep learning models, so square images were created by padding the visual field with zeros. As a result, the visual 
field images in our analysis were transformed to 12 × 12 squares (see Fig. 1A for an example visual field used in 

Figure 1.  Illustrating the VAE for visual fields. (A) The top frame demonstrates the structure of the VAE, 
which is a dual-mapping from the original visual field to the latent features and then back to a reconstructed 
visual field. (B) The bottom frame provides details on the network architecture. There are four types of layers: 
convolutional (C), resizing (R), fully connected (F), and de-convolutional (D). The sizes at the bottom of each 
image reflect the transformed dimensions after each layer. For each layer, the kernel is 3 × 3 with a stride of 
2. The activation function for all layers is the rectified non-linear unit, except for F1 and D3, which have the 
identity and sigmoid activations, respectively. The latent dimension, L, is a user specified parameter.
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the analysis). To prepare the visual fields for the deep learning algorithm, all visual field images were converted 
to right eyes for uniformity. In this study, we represented functional loss using total deviation (TD) values, an 
age-adjusted measure of sensitivity loss, measured in decibels (dB). TD is a continuous measure, with large neg-
ative values indicating functional loss.

Prior to analysis, all visual fields were normalized to be in the range of zero and one. The training, valida-
tion, and test datasets were created by randomly sampling patients from the overall study population with 80%, 
10%, and 10% probability, respectively. The randomization process was performed at the patient level, so that all 
images from a patient are included in at most one dataset. The demographics of the study datasets are illustrated 
in Table 1.

A deep generalized variational autoencoder for visual fields.  We utilized a VAE framework to 
create a generative process for visual field data. A VAE is an unsupervised learning method that transforms 
high-dimensional data to a small set of latent features17. Furthermore, the advantage of the VAE is that the latent 
features can be disentangled to generate synthetic visual fields20. The VAE was derived from variational Bayesian 
methods21, and the model is optimized to have minimal image reconstruction loss, while maintaining a homog-
enous feature space based on a regularization prior. While the original VAE uses the Kullback-Leibler divergence 
for regularization22, for visual field data, we use an alternate form of the VAE that uses the maximum mean 
discrepancy23. While this changes the interpretation of the VAE as a probabilistic model, it maintains all other 
properties. Going forward we refer to our model as a VAE to be consistent with machine learning literature.

VAEs consist of two components, the encoder and decoder. The encoder is a function that takes in a visual 
field and compresses it to a lower-dimensional space. The decoder (sometimes called the generator) is a prob-
abilistic distribution that maps the latent features back to the original high-dimensional image space. Since the 
decoder is trained to reconstruct the original data using a small number of latent dimensions, those features 
end up representing key aspects of the data. In other words, the encoder-decoder process is forced to learn the 
most important features of the original data. Furthermore, because there is a regularization prior, the VAE learns 
features that are homogenous, and therefore can be interpreted clinically. The bottleneck structure of the VAE is 
presented in Fig. 1A.

Both the encoder and decoder used deep neural networks. The encoder is itself a network, but for the decoder, 
the network is the mean of a Gaussian distribution. Details of both networks can be found in Fig. 1B. The encoder 
of the VAE is comprised of two 2D convolutional layers, a reshaping layer and a fully-connected dense layer. 
The decoder begins with a fully-connected dense layer, followed by a reshaping layer, and then a sequence of 
de-convolutions, which up-sample until the original 12 × 12 dimension is reached. All layers use a 3 × 3 kernel 
size and a stride of two, and the activation is a rectified non-linear unit transformation, except for F1 and D3, 
which used the identity and sigmoid activations, respectively.

For each choice of latent dimension, the model was trained using the Adam optimizer, an extension of sto-
chastic gradient descent, using 100 epochs and a batch size of 10024; we used a learning rate of 1e-4. The training 
epoch with the minimal validation loss was chosen as optimal. For robustness, we used cross-validation with five 
folds. The VAE was implemented using the deep learning library Keras (version 2.2)25 with Tensorflow (version 
1.9)26 backend, all within RStudio (3.5.1)27.

Dimension of the latent features.  The dimension of the latent space is a parameter that was specified to 
reflect the number of latent features that can adequately explain the high-dimensional visual fields. In this study, 
we explored the performance of the VAE over latent dimensions ranging from one to fifteen. Throughout the 
analysis all results based on the VAE are reported for all fifteen variations of the latent dimension in an attempt 
to determine the preferred latent space. To determine the optimal dimension of the latent space, we compared 
clinical performance metrics across dimensions.

Total

Machine Learning Datasets

Training Validation Test

Number of Visual Fields 29,161 23,744 (81%) 2,577 (9%) 2,840 (9%)

Number of Patients 3,832 3,108 (81%) 363 (9%) 361 (9%)

Normal (n, %) 667 (17%) 547 (18%) 58 (16%) 62 (17%)

Suspect (n, %) 2,221 (58%) 1,793 (58%) 222 (61%) 206 (57%)

Glaucoma (n, %) 944 (25%) 768 (25%) 83 (23%) 93 (26%)

Number of visits 7.61 (7.35) 7.64 (7.36) 7.10 (7.24) 7.87 (7.29)

Follow-up period (years) 4.95 (5.25) 4.94 (5.24) 4.67 (5.36) 5.33 (5.24)

Age (years) 60.94 (15.66) 61.04 (15.77) 60.38 (15.9) 60.67 (14.47)

Baseline MD (dB) −3.55 (5.71) −3.57 (5.72) −3.76 (6.12) −3.23 (5.17)

Baseline PSD (dB) 3.42 (3.29) 3.42 (3.27) 3.49 (3.41) 3.42 (3.34)

Table 1.  Demographic and clinical characteristics of subjects included in the study across training, validation, 
and test data sets. The training, validation, and test datasets are for one cross-validation fold. MD = mean 
deviation; PSD = Pattern standard deviation. Values are presented as mean (standard deviation), unless 
otherwise noted.
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Rates of visual field progression.  We used the latent features of the VAE to determine rates of progres-
sion for glaucoma patients in the test dataset. For each patient, we obtained the latent features corresponding to 
each visual field using the encoder. Then, we studied the longitudinal trends of the latent features (instead of the 
complex 52-dimensional visual field). In particular, we quantified progression using both a linear and non-linear 
method. For the linear technique, progression was determined based on the global rate of change across all fea-
tures from a model. In order to calculate this global rate, we performed ordinary least squares (OLS) regression 
with a zero-sum constraint on the design matrix; thus, allowing us to perform a hypothesis test on the mean rate 
of change across time. Progression was defined as a significant global rate of change based on a two-sided hypoth-
esis test with type-1 error of 0.05. For the non-linear method, the same framework was used, with the addition 
of a quadratic term. Then, progression was defined as a significant global rate of change in either the linear or 
quadratic term using a joint F test, again using a two-sided hypothesis test with type-1 error of 0.05.

This rate of visual field progression can be interpreted as the speed of deterioration for a patient’s visual field 
features, where features represent some lower dimensional representation of the visual field. This is reminiscent of 
SAP MD, which is a comparison of a current visual field to an age adjusted healthy baseline in one-dimension. As 
such, for comparison we used standard rates of visual field progression of MD using OLS linear regression across 
time, with progression defined as a significantly negative rate of change over time (alpha = 0.05).

Finally, in the absence of a gold standard of progression, we compared the progression methods by match-
ing their specificities at 95%. Because all methods are p-values with a type-1 error of 0.05, this is automatically 
achieved with a cutoff of 0.05. Therefore, the method with the higher rate of detecting progression in the glau-
coma patients in the test dataset has superior operating characteristics. Note that this is not a sensitivity, because 
not all patients are progressing, but rather a progression hit rate. For each method, we estimated hit rate percent-
age at two, four and six years from baseline visits and also for all patient follow-up. Only visits that occurred on or 
before the cutoff time are included in the analysis. This imitated a clinical setting where each metric is calculated 
at every visit and progression is diagnosed. For hypothesis testing, bootstrapped confidence intervals were pre-
sented28,29 and all results are averaged across the cross-validation folds for robustness.

Predicting future visual fields.  An advantage to the VAE modeling framework is the ability to generate 
visual fields from its latent features through the decoder. This motivated a method for predicting future visual 
fields through a two-stage procedure. First, for a longitudinal collection of visual fields, we obtained their corre-
sponding latent features (obtained from the encoder) and modeled each dimension independently. This modeling 
was done using both the linear and non-linear regressions used for determining rates of change. Then, we used 
the predicted values of the latent features to generate future visual fields using the decoder. Note that because the 
decoder is a mean process, the generated visual fields are de-noised.

We assessed the prediction accuracy of this two-stage approach by predicting five consecutive visits, following 
the third, fifth, and seventh visits. Prediction results are presented for all patients, and only glaucoma patients, in 
the test dataset. Prediction accuracy was assessed using mean absolute error (MAE) for only the 52 informative 
locations (i.e., not the full 12 × 12 image). All results are compared to the established technique of visual field 
prediction, PW linear regression. One-sided Wilcoxon signed rank tests are presented to formally compare if the 
MAE from the VAE is smaller than from PW, using a Bonferroni corrected type-1 error, 0.05/900 ≈ 0.00006. All 
results are averaged across the cross-validation folds.

Results
This study included 29,701 visual fields; however, 540 visual fields were excluded due to false-positives greater 
than 15% or fixation error greater than 33%. This yielded 29,161 usable visual fields from 3,832 eyes. These patient 
eyes had an average follow-up of 4.95 years with a mean of 7.61 visits. Mean age at baseline was 60.94, mean base-
line MD was −3.55 dB and mean baseline PSD was 3.42. From the usable visual fields, we created training, valida-
tion, and test datasets, by randomly sampling eyes with probability 80%, 10%, and 10%, respectively. Population 
characteristics for are presented in Table 1, where the training, validation, and test datasets represent summaries 
for a particular cross-validation fold.

The models were trained for 100 epochs across five cross-validation folds and the optimal losses are presented 
in Fig. 2 for the training and validation datasets across models with varying latent dimensions. On average, the 
minimal validation loss across trainings occurred at epoch 35. From the figure it is clear that the reconstruction 
losses were nearly zero for all models and that the regularization loss decreased with the number of dimensions 
after three dimensions, indicating that the latent space becomes more homogenous as the dimensions increase, 
while maintaining similar reconstruction. To determine the optimal number of latent dimensions, we will study 
the clinical results related to rates of progression and prediction.

We investigated the rates of visual progression determined from the latent space of the VAE and SAP MD. To 
motivate using the VAE for detecting progression, we have presented the longitudinal follow-up for examples 
patients of each disease status in a two-dimensional latent space (Fig. 3A). The predicted trajectories are presented 
as arrows and the observed longitudinal follow-up are underlaid using muted colors (non-linear trajectories were 
excluded because they were indistinguishable). Furthermore, the location of a healthy visual field (blue square) 
is displayed, where healthy is defined as the mean visual field of all the healthy eyes. In Fig. 3B,C, the first and 
second latent feature are shown across time with OLS regression lines indicating rates of change for each feature. 
The linear VAE progression metric is the average of feature slopes, which is a calculation of the speed of move-
ment through the latent space. The non-linear metric is similar, but also accounts for any non-linear movement.

In Fig. 4, the progression detection hit rates are presented for of each of the diagnostic measures. The vertical 
line in each frame is a representation of the 95th percentile of MD, and thus metrics with no overlap are signifi-
cantly superior. At two years from baseline, the linear VAE models with seven (Hit Rate: 0.24), eight (0.25), and 
ten (0.35) dimensions were significantly superior at detecting progression over MD (0.09); while at four years 
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Figure 2.  Training and validation loss over different latent dimensions. Overall loss is presented along with 
reconstruction and regularization loss.

Figure 3.  Visualizing the latent space of the VAE in two dimensions using a linear model. (A) The top frame 
shows predicted trajectories through the latent space, presented as arrows, are presented for example patients of 
each disease status. Underlaying the trajectories are the observed longitudinal follow-up for each patient using 
muted colors. The healthy visual field in latent space is a blue square near the origin. (B) The bottom left frame 
shows the longitudinal latent features from the first dimension for the example patients. OLS regression lines are 
presented, which indicate rates of change in each latent dimension. (C) The second dimension is shown in the 
bottom right.
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the models with eight (0.35) and ten (0.42) dimensions remained significant over MD (0.15), and at six years the 
model with ten dimensions (0.44) was significant over MD (0.22). The significance disappears when using all of 
the data in the linear model. A similar trend held for the non-linear VAE, and in particular the model with ten 
latent dimensions (2 Years: 0.28, 4 Years: 0.47, 6 Years: 0.49, Total: 0.55) was significant at all four time periods 
over MD (2 Years: 0.09, 4 Years: 0.15, 6 Years: 0.22, Total: 0.31). The summaries of the hit rates can be found in 
Supplementary Table S1.

To verify that the trained models effectively learned the generative process we assessed the predictive capacity 
and the results are presented in Figs. 5 and 6. Figure 5 shows boxplots of the MAE for all patients in the test data-
set across all prediction scenarios and Fig. 6 shows results for only glaucoma patients. The y-axis of the boxplots 
has been truncated for visualization purposes, however all significance tests account for all data. Predictions for 
the PW model are given in blue, and all models with significantly smaller prediction errors, in relation to the PW 
model, are presented in red. Each column corresponds to the number of visits used for prediction (3: left, 5: mid-
dle, 7: right), and each row represents the number of visits predicted into the future (1–5). In general, the linear 
VAE performs better than PW prediction earlier on in follow-up (i.e., fewer visits used for prediction) and when 
predicting further into the future. The non-linear VAE method performs poorly across all settings. A similar 
pattern holds for glaucoma patients, with superiority of the linear VAE prediction becoming less striking overall. 
All prediction summaries are presented in the Supplementary Tables S2–7.

The ability of the VAE to predict future visual fields is further illustrated in Fig. 7, where predictions are 
presented of an example glaucoma patient with severe disease. The predictions, presented using the Humphrey 
Field Analyzer printout, are for the eighth visit and were based on the patient’s initial three visits. Visual fields are 
presented for the true visual field, PW and the linear VAE models with eight and ten dimensions. These printouts 
are meant to be interpreted visually, not through the text, which is small due to the size of the printouts.

To further demonstrate the clinical utility of the VAE, we visualized it with a two-dimensional latent space 
across clinical measures. Figure 8 shows the relationship between the VAE latent feature space and clinical vari-
ables, disease status, age, MD, and PSD. Finally, in Fig. 9, we presented the generative distribution derived from 
the VAE for two latent dimensions, with the predicted trajectories of each of the example patients included. 
Overlaying each path is a blue line that indicates the distance traveled in the first year of follow-up, which is con-
stant across time. These figures are presented utilizing one fold of the cross-validation.

Discussion
In this manuscript, we developed and validated a novel deep learning algorithm that produced a unified frame-
work for learning the generative process of visual fields and detecting rates of glaucoma progression. The VAE 
used a low-dimensional latent space representation of the more complex and high-dimensional visual field image 
to produce a clinically relevant latent space. This was achieved through the model structure of the VAE, which 
learned the latent features through both a compression (i.e., encoder) and generative (i.e., decoder) process. 
Standard techniques for learning latent features, such as probabilistic principle components, factor analysis or 
independent components analysis, only include the compression component and, consequently, the latent space 

Figure 4.  Visual field progression hit rate for diagnostic measures at two, four, and six years from baseline 
visit, and total follow-up, for glaucoma patients in the test dataset. Error bands represent 95% bootstrapped 
confidence intervals and are averaged over the five cross-validation datasets.
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can often be less realistic7,30. Furthermore, these standard techniques assume the latent features are a linear com-
bination of the original image, while the VAE uses deep learning to allow for arbitrarily non-linear mappings.

Previous studies have used machine learning approaches to assess glaucomatous damage from visual 
fields13,14,31,32. In these studies, the glaucomatous status of the eyes was determined either by clinical measures 
or by clinical expertise, making the machine learning performance dependent on the chosen gold standard. This 
type of technique can be limited, because the end-point of interest is often inaccurate or different from the true 
clinical end-point. We circumvented this issue in our study by using an unsupervised method. Instead of training 

Figure 5.  Comparing the prediction accuracy of the linear and non-linear VAE and PW methods in all patients 
from the test dataset. Boxplots present summaries of prediction using MAE (dB) over the varying number of 
latent dimensions. Each column indicates the number of visits used in prediction (3: left, 5: middle, 7:right), and 
the rows indicate how many visits into the future are predicted (1–5). The PW prediction is given in blue, and 
any model that is significantly smaller than PW is given in red. Significance is based on a one-sided Wilcoxon 
signed rank tests, using a Bonferroni corrected type-1 error, 0.05/900 ≈ 0.00006. All predictions are averaged 
across cross-validation folds.

https://doi.org/10.1038/s41598-019-54653-6


8Scientific Reports |         (2019) 9:18113  | https://doi.org/10.1038/s41598-019-54653-6

www.nature.com/scientificreportswww.nature.com/scientificreports/

against a noisy gold standard, the VAE trains a visual field against itself, in the process developing a generative 
model through clinically interesting latent features.

To visualize the latent features for visual fields, we presented the latent space in two-dimensions for clinical 
measures, glaucoma status, age, MD, and PSD (Fig. 8). Through inspection of these figures the latent space comes 
to life. Across all clinical measures it is clear that patients with no evidence of glaucoma reside near the origin, as 
this is the location of the normal disease patients, and young patients with MD and PSD values near zero. As the 

Figure 6.  Comparing the prediction accuracy of the linear and non-linear VAE and PW methods in glaucoma 
patients from the test dataset. Boxplots present summaries of prediction using MAE (dB) over the varying 
number of latent dimensions. Each column indicates the number of visits used in prediction (3: left, 5: middle, 
7:right), and the rows indicate how many visits into the future are predicted (1–5). The PW prediction is given 
in blue, and any model that is significantly smaller than PW is given in red. Significance is based on a one-sided 
Wilcoxon signed rank tests, using a Bonferroni corrected type-1 error, 0.05/900 ≈ 0.00006. All predictions are 
averaged across cross-validation folds.
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latent features increase in either dimension the disease severity increases. In particular, both age and MD values 
appear to become more severe (i.e., older age and more negative MD) with an increase in either of the features or 
a combination of both. In contrast, PSD only demonstrates more severity (i.e., larger values) with an increase in 
either of the latent features, but not both. This illuminates a clinical phenomenon, that MD and age are linear risk 
factors, while PSD identifies local defects, which are typically not evident in the late stages of disease.

The latent space can also be used to visualize the generative process for visual fields. In Fig. 9, the distribution 
of visual fields across the two-dimensional latent space was displayed. This presentation provides more clinical 
context to the latent space, as the generative process is a smooth representation of the variability in visual fields. In 
particular, we can see the patterns of disease severity, as an increase in the second latent feature appears to indicate 

Figure 7.  Demonstrating prediction capability through Zeiss printouts from an example glaucoma patient in 
the test dataset. Predictions are of the eighth visit using the first three. The linear VAE model presented is with 
eight and ten latent dimensions. These printouts are meant to be interpreted visually, not through the text, 
which is small due to the size of the printouts.

Figure 8.  Visualization of the relationship between the VAE latent feature space in two dimensions and clinical 
variables, disease status, age, MD, and PSD. Visualizations are from one cross-validation fold.
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a global worsening in the functional vision, while the first feature dictates worsening patterns in the superior (or 
inferior) hemisphere when moving to the right (or left) of the origin. Because the VAE produced a latent feature 
space that was clinically informative, it had utility for determining rates of progression.

In particular, we leveraged the clinical interpretation of the latent space to calculate progression rates by meas-
uring the rate of a patient’s movement through the generative distribution. We formally defined the progression 
rate based on the average of the rates across features, both in a linear and non-linear manner. This process was 
exemplified through the visual fields of a normal, suspect, and glaucoma patient in Fig. 3. The movement of each 
of the patients through latent space was displayed, along with the linear trajectories of the features across time. 
The glaucoma patient has the highest rate, indicated by the large positive slope in the first feature. In Fig. 9, the 
trajectory of each of the example patients overlays the generative process, with an indicator of the rate of move-
ment through latent space (blue line). This novel presentation of the trajectories through the distribution of visual 
fields provided a literal clinical road map for making treatment decisions.

We provided evidence that the rate of change through latent space is superior to MD (Fig. 4) across the range 
of follow-up for a number of VAE models with both linear and non-linear rates, in particular with ten dimen-
sions. This is not surprising, as MD can be thought of as a one-dimensional latent space representation of a visual 
field33. Therefore, it follows that the performance of the VAE would improve upon MD. The performance of both 
the linear and non-linear VAE method appeared to peak when the VAE was trained with ten latent dimensions. 
This indicates that choosing a VAE with ten dimensions is optimal when modeling visual fields. These results are 
promising, because the VAE significantly outperformed MD in the early years from follow-up and in the long 
term, making the results clinically meaningful34.

Furthermore, the VAE can be used to predict the future location of a patient’s latent features (Figs. 5, 6 and 
7, and Supplementary Tables S2–7). This allows for accurate predictions of future visual fields, which can help 
illuminate patterns and severity of progression. Such predictions of whole visual fields are obviously not possible 
with a single global metric such as MD. Even if one uses PW regression, the VAE was shown to have superior 
prediction capabilities, when using a linear method. The non-linear technique was not shown to be effective for 
prediction purposes. Since the progression detection rates were comparable across linear and non-linear VAE 
methods and the non-linear predictions were poor, this motivates using the linear VAE in clinical practice. The 
predictions using Humphrey Field Analyzer printouts in Fig. 7 demonstrated the benefits of using the VAE as 
compared to PW regression. In particular, while the PW method was highly susceptible to local variability, the 
VAE produced stable (i.e., smooth) predictions. This resulted in predictions that were robust to the variability of 
individual entries and consequently, the true disease pattern visible is better illuminated.

The prediction capability of the VAE model, including patients with patterns in their visual fields, is reassur-
ing, as global methods, like MD, typically fail at detecting localized defects34. The flexibility of the VAE, to not 
only improve rates of detecting progression over the global MD method, but also maintain superior predictions 
over PW regression, makes it clinically useful. In particular, because the VAE has the ability to detect progression 
at higher rates in the early years from baseline, clinicians will need fewer visits to obtain accurate detection of 
progression; thus, limiting the burden on patients.

A potential limitation, or motivation for future work, is that when training the deep learning model, we treated 
each of the visual fields as independent images. We overcame this limitation by modeling a patient’s longitudinal 
visual fields series in latent space, which we showed to be an effective method for assessing rates of progression. 
In the future, we could make improvements by learning a generative model for longitudinal series of visual fields, 

Figure 9.  Visualizing the VAE generative distribution for visual fields with two latent dimensions. Included are 
the paths of the example patients from Fig. 3. The length of the blue line overlaying each path indicates the speed 
of change across time and is the length traveled in the first year. The average visual field from all of the normal 
patients is represented as a blue square. Visualizations are from one cross-validation fold.
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instead of a singular image. This would be a powerful technique for clustering patients, not by their visual fields, 
but by the characteristics of their progression.

Another extension to the method presented in this manuscript is to generate synthetic glaucomatous 
visual fields to be used as a benchmark dataset to validate new methods for glaucoma research. Existing meth-
ods attempt to generate longitudinal visual fields by modelling PW relationships across time with potentially 
non-linear fits35,36, however they typically ignore spatial correlations in the visual field or can only predict stable 
fields. The decoder from the VAE can be used to simulate glaucomatous visual field series that accounts for spatial 
dependencies and the highly-nonlinear PW trends.

In conclusion, this manuscript showed the potential use of the VAE latent space for assessing rates and trajec-
tories of glaucoma progression. The rates of progression can be considered a multi-dimensional extension of MD 
with improved abilities to detect progression and the additional benefit of a generative technique to predict future 
patterns and severity of visual fields.

Data availability
The data from this study are not available for public release at this time.
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