Innovative Survey Methodologies for the Study of Attitudes Toward Terrorism and Counterterrorism Strategies

Introduction

Radicalization is a topic of growing interest to academics and policy makers in the United States. Scholars provide a range of definitions for the concept, from the movement toward increasingly extreme viewpoints to the gradual—or sometimes quick—acceptance of active extralegal behavior in support of political, religious, or social objectives (McCauley & Moskalenko, 2008). At the same time, they generally agree that radicalization is a process, and thus needs to be examined over time. Furthermore, it needs to be studied in the context of government policies and activities—both those that have been developed to counter radicalization and those that may inadvertently fuel it. Thus a better understanding of public attitudes toward both terrorism and counterterrorism strategies is central to any study of radicalization.

A study of public attitudes toward terrorism and counterterrorism strategies poses an array of challenges, ranging from selecting the appropriate target populations to developing instruments that provide meaningful measures of relevant attitudes, emotions, and behaviors. Surveys are a powerful and timely methodology for studying the attitudes, beliefs, and behaviors of the American public, particularly for capturing changes in public opinion both over time and in response to specific government policies and political events. Based on a review of the relevant survey methods literature, this report provides an overview of some of the most salient methodological and measurement considerations in developing a survey project to examine attitudes toward terrorism and counterterrorism strategies in the United States.
As with all survey projects, there will be inevitable constraints, and quality trade-offs based on those limitations to costs and time, but there are two additional challenges specific to this subject that demand attention in developing a survey on this topic. First, it is certain to be difficult accurately to measure the attitudes, emotions, and behaviors related to a willingness to engage in illegal and violent political action (or sympathy toward those possessed of such a willingness) because such questions are sensitive in nature. Concerns about confidentiality, privacy, or social desirability could make respondents less likely to answer questions or to answer them honestly. We devote considerable attention to survey design considerations relevant to this issue, highlighting innovative approaches developed by survey research professionals who have dealt effectively with measuring sensitive attitudes. Second, support for terrorism is an orientation not widely held in the general population. For this reason, researchers may decide to identify subgroups within the population that warrant more focused investigation. However, identification and selection of these more narrowly defined populations presents a unique set of challenges if the overarching goal is to draw generalizable inferences about these subgroups.

The review proceeds as follows. First, we provide a brief, introductory overview of the survey process, defining relevant terms and raising basic design considerations organized around sample, survey type, and mode of contact. Next, we proceed to a discussion of considerations about the measurement of attitudes, behaviors, and emotions relevant to the study of support for terrorism and counterterrorism strategies. That discussion provides an overview of general measurement considerations and specific measurement tools, with particular attention to techniques for measuring “sensitive” items.

**Survey Design Considerations**

We start with a brief overview of the survey process, which includes defining the survey objectives (specifying population, type of data, desired precision), determining who will be sampled, choosing the response mode, drafting the questionnaire, pretesting the instrument, implementing the survey (including any pre-notification, reminders, nonresponse follow-up), processing and analyzing the data, and, finally, reporting the results. It is important to recognize that each step in the survey process can introduce error into the resulting survey statistics and should be carefully designed to minimize total survey error subject to the constraints and goals of the project. Groves et al. (2004) provide a thorough discussion of the survey process and the various sources of error in the process, including respondent selection issues (coverage error, sampling error, and unit nonresponse error), response accuracy issues (item nonresponse error, measurement error due to interviewer, measurement error due to respondent), and survey administration errors.

Rather than walking through the various design possibilities for each of these steps, we focus primarily on instrument design, and on the ways in which *survey mode*—the format by
which the respondent is interviewed (e.g., face to face, by telephone, on the Web, or through the mail)—can interact with measurement decisions. In particular, social desirability effects can be exacerbated by the use of interviewers, suggesting that a self-administered survey mode is likely preferable for this sensitive topic. Because of the substantive interest in the impacts of policies and events, we also outline various measurement techniques for capturing attitudes and emotions that might change in response to government policies.

**Sampling Considerations**

Although we will not walk through all of the possible sampling design considerations (for more extensive reviews, see Cochran [1977]; Kish [1965]; Lohr [1998]), it is worth highlighting that this project as currently conceived could involve two target populations: the general American public (including noncitizens) and one or more smaller groups of theoretical interest within the population (perhaps right-wing extremists, radical environmentalists, or anti-Western Islamist radicals). To the extent that the project seeks to make inferences from the survey results to any given broader target population, it will be necessary to employ a probability-based sample. A convenience sample, in which the probability that an individual is selected into the sample cannot be computed, will not allow for generalizations, no matter its size (Groves et al., 2004). There might be value in a convenience sample if there is interest in an in-depth study of just the sampled individuals—for example, to trace their changes in opinion over time or implement a survey experiment—but it should again be emphasized that results from any analysis would not be generalizable beyond the particular individuals in the sample.

Unfortunately, for special populations there often is no reliable *sampling frame*—the set of units from which the sample will be drawn. Yet there are some techniques available for probability-based sampling of rare populations. One is to use disproportionate sampling, in which the population is divided into geographic strata and high-density strata are oversampled (Kalton & Anderson, 1986). Unfortunately, this approach does not help if the subpopulation is geographically dispersed, as would be the case if radical environmentalists, for instance, were of particular interest. An alternative approach that can provide a valid probability sample even with a dispersed population is to use a screening in which a large sample is selected and then the questionnaire is administered only if the selected respondent is a member of the subpopulation; this approach can be a one- or two-stage design (Clark, 2009). Though effective, this strategy can be expensive. For example, it would take a very large general population sample to reach even a small number of Muslim Americans. In 2007, the Pew Research Center for the People and the Press required initial interviews with 55,000 randomly sampled respondents before it could administer a survey to a representative subsample of 1,050 American Muslims (Pew Research Center, 2007). A lower-cost alternative is to use even partial or incomplete lists of the population if they are available (Kalsbeek, 2003). Of course, the accuracy of results generated using such samples is less than ideal and varies—generally unknowably—depending on the completeness of the lists used. For example, Elliot et al. (2009) report that surname lists for Hispanic populations in the US have about 20%
undercoverage and 10% overcoverage (with similar rates for Chinese and Japanese populations).

**Cross-Sectional or Longitudinal Panel Survey Design**

Another design consideration is whether a survey will be repeated with the same set of sample members (longitudinal panel) or whether it will be conducted only once with a set of sample members (cross-sectional). The nature of the research project goals will make some survey designs more preferable than others, because different designs carry distinct costs and benefits. A *cross-sectional* design allows for inference about the relationships between variables of interest (e.g., demographic characteristics, attitudes, behavior) but it does not allow researchers to investigate dynamics. A *repeated cross-sectional survey* measures the same items over time and is useful for identifying aggregate trends, but cannot identify individual-level change or, by extension, its causes. In a *panel survey*, the sample of individuals is interviewed multiple times. Panel surveys are useful for identifying and measuring individual-level change but can be more costly to conduct than cross-sectional surveys. Panel surveys also introduce challenges such as panel attrition and conditioning, although there are techniques for testing for such effects (e.g., independent cross-sections; accuracy benchmarks; see, for example, Kasprzyk, Kalton, Duncan, & Singh, 1989). If there is particular interest in gauging changes in individual attitudes—for instance, in response to a government counterterrorism policy—then a panel design is most appropriate.

**Mode Considerations**

Another fundamental design issue that must be considered together with decisions about sample frame and survey type is the mode of contact. Surveys can be administered through an array of different modes—telephone, mail, Internet, face-to-face, combinations of these, and so on. Each mode has advantages and disadvantages given the particular research question being investigated and the budgetary and time constraints of the project. As we will discuss in more detail below, a study of attitudes toward terrorism and counterterrorism strategies draws attention to the key distinction between interviewer-administered surveys and self-administered surveys. In short, the choice of mode is always important, but this consideration is particularly important in a study that may be attempting to measure sensitive attitudes and behaviors. Likewise, for some specialized populations, there may also be particular advantages or disadvantages associated with each of the modes. Survey designers must take into account effects introduced by the race or gender of the interviewer, errors that arise due to language and cultural issues, and the possibility that respondents may vary in their levels of literacy.

Face-to-face interviewing is often considered the gold standard for survey research. This mode generally has higher response rates and allows researchers to probe respondents’ views in more depth, because interviewers can ask follow-up questions and press for more detail if responses are deemed incomplete (Biemer & Lyberg, 2003). It is typically considered the best mode for eliciting open-ended responses, and interviewers can also code qualitative
observations about respondents during the course of the interview. On the other hand, this mode is considerably more expensive (due to interviewer training and travel expenses, among others), especially for national samples. It can also be more susceptible to social desirability biases and other interviewer effects. For instance, in some cultures, male respondents might be hesitant to reveal their beliefs and behaviors to a female interviewer (Davis, Couper, Janz, Caldwell, & Resnicow, in press).

Telephone surveys have both the advantages and disadvantages of a live interviewer but are typically much lower in cost. Most contemporary telephone surveys involve computer-assisted telephone interviewing (CATI), a general term for an interview mode in which the administration of a telephone-based survey is augmented by information contained in computer databases. When a live interviewer is present, it appears that CATI is susceptible to the same interviewer effects observed in face-to-face surveys, although CATI is probably superior to face-to-face modes in its capacity to elicit and measure sensitive attitudes (Harmon et al., 2009; Kreuter, Presser, & Tourangeau, 2008).

For both face-to-face and telephone interviews, computer assisted self-administered interviewing (CASAI) allows for self-administration of questionnaires. For face-to-face modes, subjects answer questions presented in text or graphical form on a computer screen (typically the interviewer brings a laptop that can be used), or survey items are administered by a voice-digitized automated interviewer. In a telephone interview mode, an interviewer is used to screen and recruit the subject, but then the subject answers some or all of the questions using prerecorded, audible questions by pressing appropriate numbers on a telephone keypad (Mingay, 2000). In a recent study, Harmon et al. (2009) showed that telephone audio computer-assisted self-interviewing (T-ACASI) may have an additional ability to uncover the semicensored attitudes that are evident among interviewees in conventional telephone surveys. The authors found that T-ACASI subjects were more supportive of corporal punishment, traditional gender roles, and recreational marijuana use, and less supportive of racially integrated communities. Thus, variants of social desirability bias may extend into peripheral issue attitudes in live-interviewer survey modes. ACASI surveys carry the costs and benefits from the absence of an in-person interviewer. This mode may also allow for improved response rates from low-literacy research subjects, who could be more prevalent in some of the subgroups considered. Couper, Tourangeau, and Marvin (2009) have shown, however, that audio components in the in-person self-administration process may not be necessary. In a study of the general population, most respondents did not use the audio components available to them, rendering ACASI results largely analogous to text-based computer-assisted self-interview (CASI) in this population.

Another variation available for telephone interviews is interactive voice recognition (IVR) mode. This typically involves full interaction between a computer database and a telephone respondent, who enters response information by pressing number keys or providing brief voice responses. IVR eliminates the presence of a live interviewer, which comes with a cost to
response rate because refusals may be higher. This mode is not without advantages, however; it has been shown to reduce the prevalence of social desirability bias relative to other modes such as CATI (although IVR appears more vulnerable to this bias than Web-based administration; see Kreuter et al., 2008). Perhaps more importantly, the duration of an IVR survey must typically be kept quite short.

However responses are elicited, random-digit-dial (RDD) telephone surveys have had declining response rates since the early to mid-1990s, a behavioral shift that researchers attribute to the increasing prevalence of unsolicited telephone calls and the spread of technology that allows potential respondents to screen their calls. There are, however, a range of techniques available to increase response rates. De Leeuw, Callegaro, Hox, Korendijk, and Lensvelt-Mulders (2007) found that prenotification letters mailed to respondents increased both response rates and cooperation rates. Interviewer training (Groves and McGonagle 2001), voice characteristics (Groves et al. 2006), and persuasion techniques (De Leeuw & Hox, 2004; Dijkstra & Smith, 2002) also influence response rates, as does the use of incentives (see Cantor, O’Hare, & O’Connor, 2006; Singer, 2002). The RDD telephone mode has also encountered increasing coverage error as a result of the increasing number of cell phone–only households (Keeter, Kennedy, DiMock, Best, & Craighill, 2006). This may be of particular concern for studying attitudes toward terrorism and counterterrorism strategies, because cell phone–only households differ systematically from households with landlines. Tucker, Brick, and Meekins (2007) found that cell phone–only households are younger and more likely to be minorities.

Relative to the face-to-face modes of in-person and telephone interviews, Web-based survey administration is quite convenient for both interviewers and subjects. Self-administration can be conducted at home over a personal computer or researcher-provided unit, and experimental procedures can be embedded in the administration process. Kreuter et al. (2008) and Dillman (2006) have shown that the Web-based mode is quite resistant to social desirability biases. On the other hand, it can be difficult for researchers to verify that the person taking the survey is the desired respondent; the administration process can be anonymous. Also, Heerwegh and Loosveldt (2008) have shown that Web respondents are more likely to satisfice when entering responses to survey items. In this mode, the authors found respondents provided “don’t know” responses at a higher rate, were less likely to provide differentiated responses across items (see also Fricker, Galesic, Tourangeau, & Yan, 2005), and were more likely to avoid responding to individual items altogether. Nonresponse may be higher for Web surveys than for telephone-based modes. In an experiment, Fricker et al. (2005) found that only about half of respondents who were contacted by telephone and assigned to a Web survey completed the main questionnaire, whereas nearly all of those assigned to the CATI mode completed the entire survey. Schlenger and Silver (2006) observe that some respondents may worry that Internet surveys will lead to their subsequent Internet activity being tracked. These downsides notwithstanding, there are, however, also a host of
benefits that arise from the Internet mode for surveys, including relatively quick response times and automatic data compilation (Fowler, 2009).

The major pitfall of Web-based surveys is that identifying an appropriate sample frame can be difficult for two reasons: (1) Analysts who want to use data drawn from Web-based surveys to make inferences about the general population must confront the problem that computer non-owners differ in systematic ways from computer owners (Couper & Miller, 2008). (2) Unlike telephone surveys, the nature of the Internet means that “that frames of Internet users in a form suitable for sampling do not—and likely will not—exist” (Couper & Miller, 2008). Solutions to this problem come in two varieties. First, a pre-recruited probability-based sample can be generated by using techniques familiar to other modes (such as telephone-based RDD techniques or address-based sampling). Respondents who do not own computers can be provided with some means of Internet access to participate in the survey; this is the approach used by the survey research firm Knowledge Networks. Second, an “opt-in” or volunteer group of Internet users can be used, and then researchers can attempt to counter representational biases by employing various weighting methods (Couper & Miller, 2008). Because this second option is a non–probability-based approach, generalizations to a target population are suspect. It is not possible to calculate a response rate for a nonprobability sample, so Callegaro and DiSogra (2008) recommend that completion rates, absorption rates, and break-off rates should be reported in analyses of the second variety alongside other routine statistical measures.

Another survey mode, mail surveys, makes it easier to reach randomly sampled individuals, provided that researchers have obtained the respondent’s correct address. This mode has demonstrated response rates as high or higher than other modes in some instances (Fowler, Gallagher, & Nederend, 1998); however, achieving these high response rates can require labor-intensive follow-up contacts by telephone or repeated mailings (Dillman, 2007). It can also be quite labor-intensive to enter the responses into a manageable database. Also, mail-based modes have limitations in terms of the complexity of the questionnaire that is used. For example, it is difficult or impossible to include branching questions or skip patterns, which could be particularly pertinent to a study focused on subpopulations. Finally, mail surveys typically take much longer to administer than do either Web- or telephone-based surveys, a significant downside if quick results are desired.

The modes described above do not comprise an exclusive list of the options that are available, but they are the modes most frequently employed in contemporary survey research. However, almost any media could be used to make contact with potential respondents, including personal digital assistants (PDAs), cell phones, and other emerging communication technologies (e.g., Facebook, Second Life). It is also possible to contact research subjects using more than one mode. Mixed-mode techniques can allow researchers to make contact with individuals who are difficult to reach by one mode but are more reachable by another (Fowler, 2009). For example, some individuals may not be willing to respond to telephone contact but would be willing to return a written survey mailed to their home address or to fill out
an online questionnaire. Use of a mixed mode can therefore improve the overall response rate, although researchers will need to investigate whether responses to survey items of interest systematically differ across the multiple modes employed in the study. De Leeuw (2005) notes that most concurrent mixed-mode approaches have negative consequences for data quality, with one obvious exception: in live interview sessions, a more private mode can be employed to administer a subset of questions to ensure greater self-disclosure and less social desirability bias.

Survey Instrument/Measurement Issues

Determining survey samples, type, and mode are fundamental considerations involving important tradeoffs. Yet beyond deciding who will be selected to respond to the survey, how regularly they will be contacted, and via what mechanisms, it is essential to have a clear plan for measuring those respondents’ attitudes and behaviors. Researchers have devoted considerable effort to identifying the attributes of attitudes and to determining how they can best be measured. In this section we will discuss some of the key findings of that research.

General Measurement Considerations

In general, investigators must pay careful attention to question wording, syntax, and semantics in the construction of a survey instrument. If respondents are confronted with technical terms, vague question wordings, or unclear relative comparisons, they may make errors when responding or may fail altogether to answer survey items (Fowler, 2009). Cognitive pretesting is a common strategy employed to identify problems emerging from faulty question construction. Typically, preliminary groups of respondents drawn from the population of interest will respond to newly constructed survey items and then report their experiences to the researcher in a formal feedback session (Lessler & Forsyth, 1996). When question abnormalities cannot be easily articulated by survey respondents, observers in face-to-face modes can code such things as puzzled facial expressions or pauses before response (Fowler & Cannell, 1996; Schober & Conrad, 1997). Graesser, Cai, Louwerse, and Daniel (2006) have developed a computer program (QUAID) that identifies errors in question wording and may be of use to researchers looking for an objective tool when evaluating new survey items. In general, questions should be clear, simple, and precise (Fowler, 2009).

Translation and Cultural Sensitivity

Survey items can also have different meanings for respondents who are socialized in different cultures or speak different languages, an issue of particular concern if the survey on attitudes toward terrorism and counterterrorism strategies were to focus on some special populations. Some concepts may mean slightly different things to different cultures, or, in a more extreme case, some concepts that are important to one culture may not even exist in another. Self-interest, for example, is often assumed by English speakers to reasonably
govern behavior, yet other cultures can have different normative orientations toward the concept (Marin & Marin, 1991). Cultural problems are complicated when researchers must translate survey items for administration to respondents who speak different languages.

Translation is a complex process that involves language professionals’ having to make a considerable number of subjective decisions. In addition to overcoming cultural differences, researchers need to keep in mind that even though some words and terms have analogues in other languages, the comparison may be somewhat imprecise. Marin and Marin (1991) point out that the word “respect” is associated with admiration and subordination to the typical English speaker, whereas the same word tends to invoke obedience, duty, and deference to a Spanish speaker. There are a variety of translation options available for researchers, offering varying levels of quality and affordability. From cheapest and least effective to expensive and most effective are simple direct translation, modified direct translation, back translation, and committee translation. (See De la Puente, Pan, & Rose, 2003, for a quick primer; Marin & Marin, 1991, go into this process in more exhaustive detail.) In a study of attitudes toward terrorism and counterterrorism strategies, non–English-speaking populations, such as Arab immigrants, may be a population of interest. Translation concerns could be paramount in a survey that includes these populations, because researchers need to ensure that both the language and concepts under investigation are precisely communicated and equivalently understood by researchers and respondents.

“Don’t Know” Responses

Respondent confusion with questions can be difficult to detect, particularly if survey items allow subjects that hold clear directional attitudes to report a nonattitude. “Don’t know” (DK) responses are often interpreted as nonattitudes, but they can occur for a variety of reasons, and researchers should be aware of this ambiguity if DK will be a response option for any particular survey item. Respondents might choose the DK option if they do not understand the question, if they reject the premises of the question or the response options available to them (Fowler, 2009), or if they wish to avoid socially undesirable responses (Berinsky, 2004). Fowler (2009) notes that respondents might also enter DK if they are bored with the survey process and eager to finish or could choose it by accident when they are capable of reporting a concrete preference.

An estimator has been developed in the contingent valuation literature to determine which of these accounts provides the most likely explanation for a DK response (Wang, 1997), and such techniques may be of use for researchers who wish to rigorously investigate why respondents are choosing the DK option. Experimental research has shown that the likelihood of a DK response varies based on question form (Schuman & Presser, 1981) and the degree to which interviewers will accept the DK response without further probing (Cannell, Oksenberg, & Converse, 1981; Sanchez & Morchio, 1992). Fowler (2009) suggests including initial screening questions before administering complex survey items to respondents who may be unfamiliar with the topic of the question.
Vignettes

When subjective attitudes are under investigation, different subjects may use the same words to report qualitatively different responses. For example, a study on attitudes toward terrorism and counterterrorism strategies could include questions inquiring whether certain policy changes would make respondents “very angry,” and different subjects may have different conceptions about what “very angry” means. One innovation in question design that can resolve problems of this sort is the use of vignettes. King, Murray, Salomon, and Tandon (2004) observe that many survey items suffer from interpersonal incomparability, which has typically been referred to as differential item functioning (DIF). To cite another example, the word “middle-aged” might invoke an image of a 35-year old-person to one respondent and a 60-year-old person to another. King et al. (2004) and King and Wand (2007) have proposed the use of anchoring vignettes to mitigate these kinds of response concerns. Here, a series of simple vignettes are presented to survey respondents, who then determine how the brief passage matches up with their use of a particular concept or a relative term. King et al. (2004) study self-reported efficacy, and to that end they first match respondents’ views of a fictional person’s political predicament with subjective descriptions of that person’s efficacy (the person has no say; some say; a lot of say, etc.). The researchers then adjust the respondent’s self-reported efficacy score based on the meaning the respondent attached to the description when considering the vignettes. King and Wand (2006) update the procedure, offering both nonparametric and a variety of parametric estimators to researchers. They find considerable substantive differences in the adjusted efficacy scores: for example, Chinese respondents report higher levels of efficacy than Mexican respondents when researchers employ simple self-reports; when using King et al.’s (2004) anchoring vignettes, Mexican respondents are shown to have considerably higher efficacy ratings than Chinese respondents do.

Vignettes also can be creatively employed to solicit information that respondents may not reveal unless they are primed by particular images or considerations. In some circumstances, an attitudinal response to a particular scenario is more easily conveyed by a vignette than a direct survey item. For example, in a post-9/11 study of Dutch children, Muris, Mayer, vanEijk, and van Dongen (2008) found that native Dutch children were slightly more afraid of terrorism than Islamic Dutch children. In the same study, the children were exposed to hypothetical situations constructed by researchers seeking to determine whether children associate Middle Eastern men with the threat of terrorism. The authors found that ambiguous situations did not invoke fears of terrorism among native Dutch children, a finding arising from the use of vignettes that may have been more difficult to obtain through the use of attitude self-reports.

What Should Be Measured? Attitudes, Behaviors, and Emotion

Explicit Attitudes

There are numerous attitudinal and behavioral variables that have the potential to be influenced by counterterrorism policy. The other literature review prepared for the workshop
provides an outline of specific attitudes, emotions, and behaviors that have been measured in previous surveys on the topic; we identify here some of the measurement considerations that should be kept in mind in constructing a survey questionnaire. Perhaps most obviously, researchers may want to solicit explicit attitudes, or those attitudes consciously held by interview subjects. These attitudes should be fairly easy to obtain, provided that respondents are provided with clear survey items that they can effortlessly comprehend. In addition to identifying the direction of an attitude—for or against a particular concept, policy, or action—researchers must consider other dimensions that have been found to be relevant to determining if an attitude will be predictive of behavior (Krosnick, 1990). If there is interest in identifying a propensity to engage in radical political acts, for example, it may be important not only to measure the direction of an attitude but also to capture other dimensions of the attitude, including extremity, intensity, importance, stability, and ambivalence.

**Extremity and Intensity**

First, extremity is a concept best understood by its connection to direction. Responses that fall on the outer ends of a relative spectrum—as in reports of 1 or 7 in a traditional 7-point scale—are considered relatively extreme. It is often, but not always, the case that a respondent whose directional self-report is extreme holds an opinion with a large amount of intensity, that is, with a great deal of spiritedness, passion, or commitment. Intensity may be one of the most important ideas to the study of support for terrorism, because individuals who are inspired to engage in illegal activity may be animated by more than reasoned, directional attitudes. From a perspective of measurement, intensity may be difficult to capture in isolation. Surveys often solicit self-reported attitude intensity by including options such as “Strongly Agree” or “Somewhat Disagree” in response to a controversial or contestable statement included in an item’s question stem. However, these types of responses are often conflated with attitude importance, which we consider next.

**Importance**

Attitude importance is the degree to which a respondent considers an attitude salient. It is possible for a subject to hold extreme and intense preferences on an attitude, yet consider the attitude unimportant in comparison to other competing attitudes. Krosnick (1990) argues that attitude importance may be the most critical dimension of an attitude. People who consider their own directional attitude important tend to divide the world into two groups: those who agree with them, and those who disagree with them. Importance is also relevant to persuadability, because those who consider an attitude to be important are less likely to reverse the direction of their opinion after being exposed to contrary evidence. One way to measure importance is simply to ask how an important an attitude is to the respondent. However, scholars have found that people tend to say (and, presumably, many believe that) most of their attitudes are important. Alternatively, open-ended questions that ask about important attitudes can be useful for identifying those that are truly accessible in someone’s
Researchers have developed a variety of techniques that force respondents to rate the relative importance of a litany of competing issues. One technique that can be used to measure the relative importance of different attitudes comes from the broad umbrella of paired comparison surveys; it is the analytic hierarchy process (AHP), which is useful when establishing priorities in a multiobjective environment or when deciding how to allocate scarce resources (Forman & Gass, 2001). Essentially, the AHP creates decision hierarchies, establishing weights for a variety of considerations the subject considers relevant to making a decision. MaxDiff is a technique developed by Louviere (Finn & Louviere, 1992; Louviere, 1993) that is a variant of the method of paired comparisons (David, 1969). Computer software can allow respondents to make pairwise comparisons between subsets of possible competing considerations in a highly complex decision environment. Researchers then use these comparisons (and transitivities implied by them) to estimate coherent preference orderings using Bayesian hierarchical modeling (Orme, 2005).

**Stability**

*Stability* refers to the degree to which a subject continues to hold an attitude over time; it is typically measured by asking a subject the same question in repeated interviews in a panel study. This dimension of attitudes is particularly relevant to the study of attitudes toward terrorism and counterterrorism strategies because one of the objectives might be to determine how government policies lead to changes in attitudes over time. If a particular government action is correlated with systematic changes in respondents’ attitudes, it is important to distinguish between attitude changes that are the result of the policy change and attitude changes that are a consequence of simple attitude instability.

**Ambivalence**

Finally, *ambivalence* refers to the fact that many respondents hold competing considerations relevant to producing a response to a survey item. Sometimes, a respondent may hold considerations both in favor of and against a particular proposition and therefore will experience some degree of uncertainty or indecision in reporting a response. For example, when asked about an attitude toward abortion, many respondents may oppose the procedure for religious reasons, yet support abortion rights because of opposition to state intervention into the relationship between doctors and patients. Such respondents would experience ambivalence to a question asking whether they consider themselves pro-life or pro-choice. Most scholars recognize that, although certain decisions are complex, when a decision must be made, people may place relative weights on the considerations that are accessible to them at the time of the decision.

Measuring attitude accessibility is one of the core ways that researchers can assess the degree to which respondents are ambivalent about a response. Attitude accessibility is
typically measurable by *response latency*, or the length of time that elapses between when the interviewer poses the question and the subject begins to articulate a response. When an attitude is highly accessible, respondents tend to respond to questions quickly, whereas inaccessible attitudes lead to slower response times (Mulligan, Grant, Mockabee, & Monson, 2003). In recent research, scholars have measured response latency by using active timers, which are essentially computerized stopwatches activated by interviewers during the interview process. Because this method can require high levels of training and frequently leads to input errors (Bassili & Fletcher, 1991; Huckfeldt, Levine, Morgan, & Sprague, 1999), scholars have also developed automatic timers to measure response latency. These are often voice-activated timers that start when an interviewer finishes asking a question and stop when the respondent begins to answer the question. Although this technique overcomes some of the errors associated with interviewer-activated timing, it has issues of its own: frequently, automatic timers pick up background noise or respondent-generated sounds, such as throat-clearing or sighing, that do not constitute a genuine response (Mulligan et al., 2003). A third alternative is the use of “latent timers,” which simply measure the time that elapses from the moment the question appears on the interviewer’s computer monitor through the entirety of the respondent’s answer. Mulligan et al. (2003) derive a method of accounting for interviewer and subject effects and show that latent timing methods are quite strongly correlated with active timing techniques.

Regardless of the method used to measure response latency, researchers should be aware that simply counting the time that elapses before a subject answers the question does not necessarily provide a clean measure of accessibility. Subjects may delay response due to confusion over question wording or because they are weighing some of the social desirability conditions discussed above. Mulligan et al. (2003) suggest these confounding factors can be minimized by constructing carefully worded questions and anticipating response situations that could be biased by social desirability.

**Implicit Attitudes**

Although subjects are often willing to report explicit attitudes openly and honestly, in some cases they are not. Subjects may fail to report such attitudes accurately because the attitudes are seen as socially undesirable or because the subject is worried that they contain information that could potentially be reported to the authorities. For example, individuals might be reluctant to report that they believe the drinking age should be lowered, that marijuana should be decriminalized, or that long-term U.S. residents present in the country illegally should be granted clemency and allowed legal residency status, particularly if those views are linked to engaging in behaviors (or having friends or family engaged in behavior) that are illegal but that the respondents hold should not be. Finally, some researchers study *implicit* attitudes, or those associations held by subjects who are either unaware of them or unwilling to acknowledge them.
A variety of techniques have been developed by social psychologists to explore implicit attitudes and explicit attitudes that respondents are unwilling to reveal. For instance, scholars have monitored brain activity after exposure to stimuli (Phelps et al., 2000; Ronquillo et al., 2007). The implicit association test (IAT; Sriram & Greenwald, 2009) uses response latency—the length of time it takes respondents to make a judgment (discussed more below)—to measure associations between an attitude object and an automatic evaluative judgment about that object. However, the procedure has been criticized for failing to distinguish between the presence of an affective judgment and simple environmental exposure to the judgment of interest (Arkes & Tetlock, 2004; Karpinski & Hilton, 2001; Uhlmann, Brescoll, & Paluck, 2006). The affect misattribution procedure (AMP; Payne, Cheng, Govorun, & Stewart, 2005) has yet to face such criticism. The AMP involves exposing subjects to an image of theoretical interest (e.g., a photo of a spider, which typically elicits negative affect), and then quick exposure to a neutral image (e.g., Chinese calligraphy). Payne et al. (2005) found that affect toward the theoretical object is transferred to the neutral object, and respondents freely report their affect toward the neutral object, unaware of its association with the theoretical object. This technique has been used to measure implicit racism, but could likely be adapted to other sensitive items. The approach is also more efficient than many of the alternative approaches, because it can be administered in as little as 5 minutes in an Internet-based study. On the other hand, basing inferences about attitudes toward terrorism and counterterrorism strategies on responses that are not explicitly provided may raise unwanted political considerations in this project.

**Reports of Past or Current Behavior**

Much of our discussion has been focused on survey design considerations and problems pertaining to soliciting attitudes of various kinds, but we should note that many of the same issues and concerns apply to survey questions about behaviors. For example, the classic example of social desirability bias is voter overreporting—many respondents tell interviewers that they voted when they did not (Sigelman, 1982; Silver, Anderson, & Abramson, 1986; Traugott & Kattosh, 1979). More relevant to the study of attitudes toward terrorism and counterterrorism strategies, we might expect subjects to be reluctant to admit that they have participated in violent protests or engaged in illegal activity in the past (or are planning to engage in such activity in the future). In such circumstances, the considerations of survey design and mode are equally relevant in a study that asks respondents about behavior. Self-administered modes will reduce social desirability bias and lead to a greater willingness on the part of respondents to volunteer information that they might not reveal in front of a live interviewer.

Questions about illegal behaviors may be even more susceptible to respondent deception than socially undesirably attitudes because of concerns of confidentiality (Singer, Mathiowetz, & Couper, 1993). It is important both to give strong assurances of confidentiality and to have data collected and managed in a way that provides strong protections against breaches in
confidentiality (e.g., a disclosure analysis should be conducted to make sure all respondent
identifiers are removed from the response file).

**Emotion**

Emotion has been a fruitful area of study for political scientists and psychologists in
recent years, and analysis of a survey of attitudes toward terrorism and counterterrorism
strategies may yield relationships between extremism and any of a number of distinct
emotions. Affective intelligence, a theory of emotion from political psychology, identifies
enthusiasm, fear, and anxiety as types of emotion that have consequences for political
behavior (Marcus, Neuman, & MacKuen, 2000). Enthusiasm is expected to lead individuals to
rely on pre-existing information and established habits when confronting a decision. Anxiety is
hypothesized to lead to more conventionally rational decision strategies: individuals
confronting threats are expected to engage in more exhaustive informational searches and to
base decisions on utility-maximizing criteria. Empirical and experimental research has largely
borne out these hypotheses for everyday political phenomena (Brader 2005; Brader, Valentino,
& Suhay, 2008; Marcus et al., 2000). A recent study of responses to terrorism found distinct
implications for anxiety and perceptions of threat (Huddy, Feldman, Taber, & Lahav, 2005).
After the September 11th terrorist attacks, Americans who experienced anxiety were more risk
averse and therefore more likely to oppose military action overseas and to distrust President
George W. Bush. Those who perceived “threat” to the United States in the future were more
supportive of military engagement and of President Bush in general.

A key methodological challenge in a rigorous study of emotion is identifying whether it
has a causal effect or is a simple correlate of another variable of interest. Marcus et al. (2000)
has been criticized by Joslyn (2001) and Brader (2005) because their findings do not
necessarily show that self-reported emotional responses are causal determinants of a variety
of political behaviors. It could easily be the case that cognitive decision making could be the
cause of emotional response, rather than the reverse relationship hypothesized by many of the
theorists discussed above. More convincing evidence for the causal impact of emotion comes
from experimental research such as Brader’s (2005) study of the mediating influence of
emotion on the persuasiveness of political advertising. In the study of attitudes toward
terrorism and counterterrorism strategies, researchers should consider whether emotion as
conventionally measured (in survey self-reports) is sufficient to uncover the nature of the
relationship between emotions and particular attitudes and behaviors of interest.

**Specific Measurement Tools**

**Measurement Scales**

One of the inherent difficulties in the study of any complex construct in public opinion is
that it can be difficult or impossible to operationalize the theoretical construct into a single
survey question. For example, researchers have found that they get a more valid and reliable
measure of ideology if they create a scale from a variety of issue questions than if they ask respondents to place themselves on a liberal-conservative scale (Treier & Hillygus, in press). Attitudes toward terrorism and counterterrorism strategies may be constructs that present analogous challenges. It might be difficult to directly measure a respondent’s propensity to support terrorism, but there are a number of attitudes that could be related to the construct: perception of government intrusion and opinions about government conspiracies, among many others (see the other literature review for a more comprehensive survey of specific concepts).

Moskalenko and McCauley (2009) generated a battery of questions from which they estimate respondents’ relative positions along the latent constructs of political activism and radicalism. The former construct refers to support for lawful political activism, whereas the latter construct measures the extent to which respondents support extralegal political activism. Unfortunately, the particular questions used might not be ideal. One assumption underlying this scale is that respondents were willing to provide truthful responses even though many of the items asked were sensitive. Respondents may have been uncomfortable answering the questions at all, or they may have misreported because of a desire to avoid the appearance of social impropriety. There are techniques for identifying if this was the case (Berinsky, 2005).

Hypothetical situations have also been used in surveys to assess complex constructs. For example, as discussed above, Muris et al. (2008) used hypothetical vignettes in their study of terrorism fears among Dutch children. At the same time, although hypotheticals may provide useful inferences in some circumstances, researchers should be aware of the benefits and limitations of this approach. One such limitation is that people are not skilled at predicting their responses to hypothetical situations they have not yet encountered (Fowler, 1995). To the extent that hypotheticals are to be included in a battery of questions, Fowler suggests that they should focus on scenarios respondents have experienced before. In addition, Fowler warns that respondents should not be asked to explain the causes behind decisions they have made or actions they have taken, nor should they be asked to report knowledge based on second-hand experience.

It may be that it is possible to avoid hypotheticals and to develop meaningful scales by using issues related to an attitude of interest. For example, although respondents may be reluctant to express anger toward Homeland Security policies they regard as invasive of their civil liberties, they may be willing to express anger toward more innocuous policy measures, such as swine flu vaccinations. Where attitudes share a common attitudinal component (such as distrust of government or opposition to regulation), attitudes toward one class of policy actions might serve as useful indicators toward others. Certainly, as with development of any new attitudinal measure, pretesting to ensure meaningful scales is essential.

**Experimental Approaches**

Social science researchers have developed experimental techniques designed to manage respondents’ propensities for social desirability response bias. These methods allow
for strong inferences about causation; by randomizing assignment into control and treatment groups, researchers can control for any number of intervening variables that otherwise confound analysis in survey research. Typically, researchers will insert an experimental element into the treatment group and observe the downstream consequences of this effect by comparing responses to identical questions administered to both control and treatment groups. Examples of this research design include Sniderman and Piazza’s (1993) “mere mention” experiment, in which inclusion of the phrase “affirmative action” led to increased reports of dislike for blacks among white respondents in the treatment group.

Survey experiments have been shown to be particularly effective at measuring framing or priming effects, which could be useful for measuring how the public might differentially respond to various ways of framing a government action. Framing refers to the process by which an event or activity is presented so that it resonates with particular cognitive schema that respondents may depend upon to understand questions or events; priming refers to the process by which certain considerations relevant to a judgment are rendered more salient while others are made less salient. An experiment on the 2000 Census found that positive and negative framing devices about the census provided to treatment groups before administration had consequences for subsequent responses on the survey (Hillygus, Nie, Prewitt, & Pals, 2006). The experiment found that negatively primed subjects skipped a larger proportion of items than the control group across a wide range of question types, but particularly on those items covering sensitive topics. In studying attitudes toward terrorism and counterterrorism strategies, a policy such as requiring a permit for a protest could be introduced in terms emphasizing the value of respecting civil liberties or the importance of ensuring public safety, and support for the required permit could be assessed across the two different frames.

Although many scholars are enthusiastic about the improved causal inferences offered by the survey experiment, Gaines, Kuklinski, and Quirk (2007) caution that certain experimental designs can potentially contaminate inferences. When there are multiple experiments conducted within a single survey, the first experimental treatment that respondents encounter can have spillover effects during administration of the second experiment. More generally, Gaines et al. argue that all survey experiments should include control groups to protect against spillover effects. They also point out that the discovery of treatment effects may be valuable at the theoretical level, but significant experimental effects do not necessarily lead to substantive consequences for political behavior. In the study of attitudes toward terrorism and counterterrorism strategies, survey experiments may uncover behavior of interest to researchers, but scholars should be aware that the duration of an effect of interest is as potentially consequential as positive evidence of the effect to begin with. This cautionary note echoes the longstanding concerns about the external validity of experiments in social science research generally (McDermott, 2002; Morton & Williams, 2008). With these warnings in mind, scholars may want to include experiments to determine whether different ways of framing government action, or different levels of government action, lead to different responses.
List Experiments

A list experiment is a particular question type that can be used to measure sensitive attitudes and behaviors that might help to reassure the respondent about confidentiality. This tool has usually been employed to manage response effects due to racial hostility or gender bias (Gilens, Sniderman, & Kuklinski, 1998; Kuklinski, Cobb, & Gilens, 1997; Kuklinski, Sniderman, et al., 1997; Streb, Burrell, Frederick, & Genovese, 2008). In a typical (simple) version of this research design, subjects are randomly assigned to control and treatment groups. The control group is given a series of three or four statements (for example) and then asked how many of those statements make them angry (or elicit whatever response the researcher might be interested in). The treatment group is then queried on the same series of statements the control group responded to, although here an additional statement of interest is asked. In many cases, the statement of interest is intended to elicit the sensitive attitude in question. For example, in a study of racialized political attitudes in the South, Kuklinski, Sniderman, et al. (1997) asked the control and the treatment groups whether they were angry about corporations polluting the environment, out-of-control salaries for professional athletes, and increases in gas taxes. Then they also asked the treatment group whether they would be angry about “a black family moving next door.” The idea here is that respondents are free to mention that the latter hypothetical makes them angry (that is, to include it among the count of the total items that anger them), because the presence of the control items gives them sufficient anonymity to reveal a socially undesirable attitude on the treatment item.

The strength of a list experiment is that researchers who employ it can get a more honest sense of the extent to which a controversial or undesirable attitude exists in a population of interest. Mean comparison tests can allow precise statements about the presence of the attitude within the populations under analysis. On the other hand, this approach does not give individual-level measures. Corstange (2009) has derived an estimator, LISTIT, that allows for individual-level inferences from carefully designed list experiments. The author’s estimator allows probabilistic assessments about an individual’s sensitive attitudes, but he acknowledges his estimator will produce larger standard errors than would be the case if respondents were willing to directly reveal the sensitive attitude in question. Glynn (2009) has also developed an estimation strategy for individual-level attitudes in list experiments, which is conditional on responses to related indirect questions.

Another problem unique to list experiments concerns “ceiling effects,” or the problem of individuals responding in the affirmative (or negative) to all control questions. In such a circumstance, the control questions no longer cloak the response to the sensitive question in anonymity. To borrow from the example cited above, if respondents believe all three control questions make them angry, reporting to the interviewer that four questions made them angry is tantamount to acknowledging that the presence of a black family in their neighborhood makes them angry. In such a circumstance, social desirability biases may lead to misleading aggregate-level inferences. Glynn (2009) proposes pretesting control questions with a goal of
finding a negatively correlated mix of such questions. For example, if a U.S. researcher asked respondents whether the U.S. invasion of Iraq, federal tax increases, or new environmental regulations make them angry, it is unlikely that many respondents would respond affirmatively to all three questions. Glynn also offers useful advice on experimental design and provides an estimator to determine the minimum necessary sample size for a particular list experiment.

**Conclusion**

Surveys are a powerful tool for collecting information about the attitudes, characteristics, and behaviors of individuals. This is particularly true when the subject of interest extends across large populations, because survey methods are in many ways well suited for administration to (comparatively small) samples that permit generalization to such larger groups. Yet administering a survey in such a way as to collect meaningful,—and, particularly, generalizable—data is a challenging task involving many judgment calls: every decision made has the potential to introduce error into the resulting survey statistics, that is, into the value and meaning of the findings. There are at least three challenges of particular concern that should be considered in making survey design decisions related to studying public attitudes toward terrorism and counterterrorism strategies: (1) selecting an appropriate sampling frame or frames; (2) accurately collecting information about sensitive topics; and (3) ensuring that the attitudinal data collected offer meaningful insights into likely behaviors. This literature review highlights some of the tools available to address these challenges and to produce a survey project that will provide for a more complete understanding of public attitudes toward terrorism and counterterrorism strategies in the United States.
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