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In their insightful article, Campbell and Schacter identify several potential problems with the interpretation of resting-state functional magnetic resonance imaging (fMRI) data in the context of cognitive neuroscience of ageing, and they argue that resting-state studies must be complemented by cognitively based task-related studies if we are to achieve a proper understanding of ageing phenomena at the systems level. They discuss, for example, the practice of relating resting-state network (RSN) properties to cognitive measures and treating RSN measures as a trait. We agree with the issues they have raised and some of the solutions they have proposed, but we believe the problems with RSN data interpretation extend beyond the ageing domain, affecting the whole field of cognitive neuroscience. The goal of cognitive neuroscience is to understand the neural mechanisms of cognition, describe patterns of interactions that support cognitive processes, and make useful and meaningful predictions about which brain states facilitate different cognitions. Achieving these goals requires understanding the brain networks that are activated during cognitive tasks and support successful cognitive performance, which we call here cognitive function networks (CFNs). The now widespread use of RSNs in cognitive neuroscience is often based on the assumption that RSNs determine, modulate, or even comprise CFNs. There are, however, at least four problems with this commonly held assumption, and with the RSN approach to explaining cognition.

RSNs are spatially and topologically different from CFNs, and as Campbell and Schacter are keen to point out a central problem with the use of RSNs in cognitive neuroscience is that they do not shed light on the neural instantiation of cognitive processes. Although active regions in different CFNs often partially overlap with RSNs (Power, Schlaggar, Lessov-Schlaggar, & Petersen, 2013), there is now abundant, direct evidence that patterns of co-activation, or connectivity, of RSNs are significantly and meaningfully different than those of the CFNs recruited by a variety of cognitive tasks, including working memory (Rzucidlo, Roseman, Laurienti, & Dagenbach, 2013; Stanley et al., 2015) semantic decision-making (DeSalvo, Douw, Takaya, Liu, & Stufflebeam, 2014), multisensory stimulation (Moussa et al., 2011), executive functioning (Bolt, Laurienti, Lyday, Morgan, & Dagenbach, 2016), and auditory detection (Sadaghiani, Poline, Kleinschmidt, & D’Esposito, 2015). Such differences are evident even when the tasks are not event-related but made to resemble resting-state tasks (Geerligs, Renken, Saliasi, Maurits, & Lorist, 2015), even to the point of using comparable paradigms (self-directed, uninterrupted thought of equal duration; see Bellana, Lui, Diamond, Grady, & Moscovitch, 2016).

We can observe these topological breakdowns not just in gross differences from rest to task, but often as a function of cognitive performance. At the regional level, for example, Leech, Kamourieh, Beckmann, and Sharp (2011) found that as task difficulty increases, traditional posterior cingulate cortex (PCC) parcellations fractionate, and they show reduced integration within the default mode network (DMN) at rest and less anti-correlation with the more dorsal cognitive control network activated by the task. At the level of large-scale networks, Stanley, Dagenbach, Lyday, Burdette, and Laurienti (2014) found that the modular organisation of default mode regions became significantly less consistent across participants with increasing working memory load, whereas the modular organisation of regions traditionally considered to support working memory processes became more consistent with increasing working memory load. Thus, standard resting-state assignments become rather meaningless when considered within the context of parametric modulations in a cognitive task. These differences in network
organisation between RSNs and CFNs have been observed across multiple spatial and temporal scales and using diverse methods of network construction. Thus, it is unclear to what extent knowledge of RSNs helps us understand CFNs. We review four specific problems related to the use of RSNs in cognitive neuroscience, in the context of both regional changes and large-scale network-level analyses.

First, regions belonging to the same RSN are often dissociated in different CFNs (dissociation problem). It has been assumed that regions co-activated during rest also tend to be coactivated during cognitive tasks, but this is often not the case. The RSN known as DMN (Gusnard, Raichle, & Raichle, 2001), for example, traditionally consists of anterior cingulate cortex (ACC) and PCC, ventromedial prefrontal cortex (vmPFC), dorsomedial prefrontal cortex (dmPFC), inferior parietal lobule, lateral temporal cortex, and the hippocampus. Almost every possible paired combination of these regions has been dissociated in the cognitive neuroimaging literature. For instance, vmPFC is activated when processing information about the self and dmPFC with information about others (Mitchell, Macrae, & Banaji, 2006; St Jacques, Conway, Lowder, & Cabeza, 2011). PCC is coactivated with the hippocampus during episodic retrieval but not during episodic encoding (Huijbers, Pennartz, Cabeza, & Daselaar, 2011). The hippocampus is activated during the encoding of both semantically related vs. semantically unrelated word pairs, whereas lateral temporal cortex is activated only for semantically related pairs (Prince, Tsukiura, & Cabeza, 2007). It has been argued, however, that the DMN is composed of several subsystems and that only ACC and PCC form the true “core” of this network (Andrews-Hanna, Reidler, Sepulcre, Poulin, & Buckner, 2010). Yet, ACC and PCC are also dissociated during cognitive tasks (Sestieri, Corbetta, Romani, & Shulman, 2011).

Citing Geerligs et al. (2015), Campbell and Schacter note that such dissociations occur across task states even when the tasks (rest, watching movies, and low-level audio–visual) are not event-related, though some overlap does exist. Critically, they note, ageing effects differed across tasks. Similar dissociations were obtained by Bellana et al. (in press) even when two task-related paradigms – retrieving past memories and imagining future events – were equated with resting-state paradigms by having each block consist of self-directed, uninterrupted thought of equal duration. The similarity in functional connectivity between the DMN and two task-related activities accounted for only 40–50% of the variance. The medial temporal regions of the DMN (e.g. medial prefrontal cortex, lateral temporal cortex, and temporal pole) were preferentially coupled during rest (Bellana et al., in press). The effects of ageing on these task-related connectivity patterns have yet to be tested. Dissociations among components are not specific for the DMN and can be found for most RSNs. Thus, knowing that two brain regions “belong” to the same RSN does not inform whether they will be coactivated and collaborate during a cognitive task, challenging the usefulness of RSN data for cognitive neuroscience.

Second, regions belonging to different RSNs often become associated in CFNs (association problem). This is the reverse of the previous problem: regions disconnected during rest become connected during cognitive task. For example, the hippocampus is typically classified as a component of the DMN, whereas left ventrolateral PFC has been classified as a component of the language network (Lee, Smyser, & Shimony, 2013). Yet, the hippocampus and left ventrolateral PFC are frequently coactivated during episodic memory encoding (Kim, 2011, 2014; Spaniol et al., 2009). Moreover, functional connectivity between these regions is associated with successful episodic encoding (Schott et al., 2013; Wing, Marsh, & Cabeza, 2013), indicating that their collaboration is important for this task. Additionally, the bilateral insula and the ACC are often regarded as the core of the “salience network”, though the number of studies relating resting connectivity in these regions to cognitive markers of awareness is limited (though, see Deen, Pitskel, & Pelphrey, 2011; Taylor, Seminowicz, & Davis, 2009); perhaps more prevalent in the literature are connectivity results between the insula and the amygdala during emotion regulation (Townsend et al., 2013), left insula and anterior PFC connectivity underlying awareness (Craig, 2009), or sensorimotor representations relying on insular connectivity with posterior PFC/parietal regions (Riecker et al., 2005). Thus, the association of a particular set of regions during rest often obscures more specific functional associations observed during a task.

Third, the same brain region can be part of multiple CFNs and have different connectivity in each of them (versatility problem). An implicit assumption is that the connectivity of a brain region is relatively stable. Yet, CFN evidence shows that the same brain region can (1) contribute to many different cognitive processes and (2) have a different pattern of connectivity for each of them. For example, the same regions ventral parietal cortex (VPC) may contribute to episodic memory retrieval, perceptual reorienting, number processing, language comprehension, and theory of mind (Cabeza, Ciaramelli, & Moscovitch, 2012a, 2012b). Although the
same region is involved in different tasks, its pattern of functional connectivity changes. For example, VPC interacts with occipital cortex during visual perceptual orienting but with the medial temporal lobe during episodic memory retrieval. In other words, brain regions are versatile; they can form part of multiple CFNs and collaborate with different regions depending on the process they mediate. To emphasise that collaborations among brain regions are process-specific and transitory, we introduced the term process-specific alliances (PSAs) (Cabeza & Moscovitch, 2013; Moscovitch, Cabeza, Winocur, & Nadel, 2016). A PSA is a small “team” of brain regions that is rapidly assembled to mediate a cognitive process and quickly disassembled when no longer needed. A cognitive task involves the operation of multiple PSAs. During episodic memory retrieval, for instance, a PSA between left ventrolateral PFC and left temporal cortex may mediate semantic processing of the retrieval cue; a PSA between left dorsolateral PFC and dorsal parietal cortex, the control of the memory search; a PSA between the hippocampus and posterior sensory cortices, the reactivation of stored memory traces; and a PSA including these regions plus VPC, the subjective experience of remembering (Moscovitch et al., 2016). Although these seven regions could be described as the episodic memory retrieval CFN, each of these regions forms a part of other CFNs (e.g., VPC during theory of mind). RSN research cannot inform us about versatility of brain regions and their rapidly changing connectivity patterns.

Campbell and Schacter draw similar conclusions from studies showing dynamic configuration of networks over time or from task to rest. Although some hints as to these changes can be gleaned from event-related fMRI studies, appreciating them fully will require developing techniques, such as magnetoencephalography and intracranial recordings, which have both the structural and temporal specificity needed to identify the task-related PSAs. Once the necessary techniques are developed, such studies may become invaluable in tracking age-related cognitive changes which may be related as much to the ability to shift from one PSA, or network, to another as to the PSAs and networks that are formed.

Finally, the role of a region within a network cannot be inferred from its role during rest because it varies depending on performance (performance-specificity problem). In other words, regions that may appear as unimportant in an RSN may be critically important in a similar CFN, and vice versa. For example, although many DMN regions are activated during episodic memory retrieval, DMN components that appear as very important during rest can be secondary during episodic retrieval. As noted before, ACC and the PCC are considered the most important, “core” regions of the DMN (Andrews-Hanna et al., 2010). Yet, these two regions are often inactive during episodic retrieval, particularly the ACC (Rugg & Vilberg, 2013). Conversely, the hippocampus is not topologically central within the DMN (Hagmann et al., 2008; Tomasi & Volkow, 2010; van den Heuvel, Kahn, Goni, & Sporns, 2012), but it is arguably the most important brain region for supporting episodic memory processes. To identify regions that are topologically central for a CFN, it is critical to link topological properties of networks to cognitive performance. In Geib, Stanley, Wing, Laurienti, and Cabeza (2015), for example, participants recalled visual scenes and rated the vividness of those memories in the scanner. Separate task-based networks were constructed for vivid and dim memories. When centrality analyses were separately performed on these distinct networks, the hippocampal nodes (right and left) were ranked among the least central nodes in the network, with a ranking of 67th and 68th in the vivid retrieval network and 85th and 89th in the dim retrieval network. Yet, when centrality analyses were based on the difference between vivid and dim networks, thereby isolating network differences related to retrieval success, the hippocampus was ranked 1st in the right hemisphere and 2nd in the left hemisphere (Geib et al., 2015). Thus, it is not possible to infer the topological importance of a node within a CFN on the basis of RSN data alone. In discussing the findings of Salami, Pudas, and Nyberg (2014), Campbell and Schacter note a related problem with respect to changes in connectivity of the same region at rest and during task performance. Age-related increases in hippocampal connectivity at rest are associated with decreases during encoding, and both are predictive of poorer subsequent memory in ageing.

In conclusion, there are at least four problems with the assumption that RSNs determine or constrain CFNs: (1) regions connected within an RSN become disconnected in a CFN, (2) regions disconnected in an RSN become connected in a CFN, (3) a particular region within an RSN may have multiple roles in distinct CFNs, and (4) the role a region within a CFN may depend upon performance and cannot be inferred from RSN data alone. Thus, to understand CFNs, it is better, in our view, to focus on task-related functional connectivity data and investigate changes in topological properties between cognitive tasks or conditions at both local and global levels. We believe the potential contributions of RSNs to understanding CFNs, which are the networks that cognitive neuroscience really wants to understand, have been exaggerated. RSNs and CFNs are different; regions that go together in an RSN are often separate in CFNs; and the role of a region in a CFN cannot be predicted from its activity or connectivity patterns during rest.
These network-level considerations have important implications for ageing studies, as RSNs based on large lifespan samples are increasingly treated as “benchmark” parcellations (Glasser et al., 2016; Van Essen et al., 2013), and used to identify any number of salient age-related changes in brain network function (Betzel et al., 2014). We agree with Morcom and Fletcher that the “resting state” constitutes another “task state” (Morcom & Fletcher, 2007), one in which participants may report any number of explicit mental activities (Fox et al., 2015), despite the technician’s advisement to “stare at the cross and try not to think of anything”. The evidence reviewed above clearly shows that what is functionally connected during rest need not be functionally connected during certain tasks. Resting-state data remain useful insofar as they help to represent “a point of comparison across studies, which then require further testing with a task-based approach” (p. 10). It is clear, however, from Campbell and Schacter’s commentary that a number of issues cloud the interpretation of the relationship between age-related cognitive changes and the resting state. There is no free lunch in the elucidation of functional role of distinguishable brain networks, and we believe the use of task-related and naturalistic study paradigms will help to clarify the conditions that identify robust and reproducible neurocognitive networks.
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