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Abstract—We propose LauraTSE, an Auto-Regressive
Decoder-Only Language Model for Target Speaker Extraction
built upon the LauraGPT backbone. LauraTSE employs a
small-scale auto-regressive decoder-only language model that
generates the initial layers of the target speech’s discrete codec
representations from the continuous embeddings of both the
mixture and reference speech. These outputs serve as coarse-
grained predictions. To refine them, a one-step encoder-only
language model reconstructs the full codec representation by
integrating information from both the mixture and the reference
speech, adding fine-grained details. Experimental results show
our approach can achieve promising performance. Additionally,
we conduct ablation studies to investigate the data scalability
and the contribution of the encoder-only model.

Index Terms—target speaker extraction, auto-regressive
decoder-only language models, discrete tokens, neural audio
codec

I. INTRODUCTION

Target Speaker Extraction (TSE) aims at extracting target
speaker’s speech from a mixture using auxiliary information
like reference speech, spatial information, or visual infor-
mation etc., regarding the target speaker [1]. Current dom-
inant approaches utilize discriminative models which try to
directly map the mixture speech to target clean speech [2]–
[5]. However, this method might struggle for unseen data and
sometimes even introduce undesirable distortions [6]. Also,
when data is highly corrupted with a low Signal-to-Noise Ratio
(SNR), directly mapping might not be optimal. Generative
models, on the other hand, have gained the attention for
its capability in dealing with unseen noises compared with
discriminative models [7]–[9] as well as its superior perfor-
mances in terms of the audio quality [10]–[13]. Rather than
learning the map from noisy speech to clean speech, generative
models aim at learning the underlying distribution of the
clean output. Generative models like diffusion models [10],
variational autoencoders (VAEs) [14], and language models
(LMs) [15] have been studied for TSE. TSELM [15] utilizes
discrete tokens from WavLM [16] and encoder-only LMs for
TSE [15]. AnyEnhance [12] utilizes a masking encoding LM
for multi-task speech processing, including TSE.

However, Auto-Regressive (AR) decoder-only LMs, as an-
other important class of generative models, have not been well-
studied for TSE. One of the existing works related is SpeechX
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[17], which proposes a multi-task speech processing model
utilizing an AR decoder-only LM. However, this work may
still have several limitations. Firstly, the TSE task in the paper
remains relatively simple [17], which does not demonstrate
the full capability of AR decoder-only LMs on TSE tasks.
Secondly, this work uses discrete representations as the input
to the AR decoder-only LM, which turns out to be subop-
timal for certain tasks compared with continuous features as
mentioned in [18]. Finally, since SpeechX is designed as a
multi-task system—handling tasks such as noise suppression,
speech removal, TSE, and TTS—it remains unclear whether
a small-scale single-task AR decoder-only LM can effectively
perform TSE on its own.

To use AR LMs, we need to discretize audio into tokens
for the classification loss. There are two main approaches
for audio discretization. The first approach applies Kmeans
clustering on the outputs of self-supervised learning (SSL)
models, as done in [15], [19]–[21]. However, this method has
been shown to lose speaker-specific information [15], [21],
likely because Kmeans discretization discards fine-grained
speaker details while retaining mainly semantic information.
The second approach leverages the Residual Vector Quanti-
zation (RVQ) layers of the neural audio codec [17], [18],
[22], which discretizes audio into multiple layers of finite
token sequences. This method has shown greater promise in
preserving both acoustic and speaker-related information [18],
making it a potential for tasks like TSE where the speaker
information needs to be well-preserved.

In this work, we propose LauraTSE, an AR decoder-only
LM for TSE, built upon the LauraGPT backbone [18]. The
model takes the log-mel spectrograms of both the reference
and the mixture speech as input, and utilizes a neural audio
codec to represent the output of the AR model. LauraTSE
consists of two components: (1) an AR decoder-only LM that
predicts the first few layers of the codec representations of
the target speech, and (2) a one-step encoder-only LM that
directly predicts the sum of all layers of the codec embeddings
by integrating information from both the mixture and the
reference signals. An overview of the model architecture is
provided in Figure 1. To the best of our knowledge, we are the
first to conduct single-task TSE using AR decoder-only LMs
with continuous input features. Experimental results show that
LauraTSE achieves promising performance in speech quality,
speech intelligibility and speaker similarity. Our demos and
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Fig. 1: Overview of LauraTSE.

code are available at 1.

II. METHOD

A. Encoder

The first stage of LauraTSE is the encoding stage. Similar
to the Speech Enhancement (SE) tasks in LauraGPT [18],
we begin by computing the log-mel spectrograms for both
the reference and mixture speech signals. These spectrograms
are then passed through a shared Conformer [23] model,
which produces continuous embeddings for the reference and
mixture, denoted as Er and Em, respectively. This stage
acts as an adapter, transforming both the mixture and the
reference inputs into a suitable representation space for the
subsequent AR decoder-only LM. Notably, unlike SpeechX
[17], which utilizes discrete embeddings obtained from a
neural audio codec, our approach follows [18] which retains
continuous representations learned directly from the task. Our
experimental results show that using continuous features as
inputs leads to better performance compared to discrete token
embeddings.

B. Auto-Regressive Decoder-Only Language Model

Our AR decoder-only LM aims to predict the joint proba-
bility distribution of the coarse discrete representation of the
target speech s conditioned on the reference speech and the
mixture speech embedding according to the probability chain
rule:

Pθ(D̂n | Er, Em) =
∏
i≤T

Pθ(D̂
(i)
n | D̂(1:i−1)

n , Er, Em)

where T denotes the length of the output signal, and θ denotes
the model parameters, and D̂n denotes the generated discrete
representation of the target speech.

1https://beilong-tang.github.io/lauraTSE.demo/

During training, the input sequence to the AR decoder-only
LM is formatted as [bos, Er, sep, Em, tse, Dn], where bos is
a learnable token representing the start of the sentence, and
sep is a token that separates the reference embeddings and the
mixture embeddings. tse is used to split the given input and the
generated output. Dn is the sum of the embeddings of the first
n layers of the RVQ output embeddings of the target speech.
The AR model is trained to generate the first n layers of the
discrete tokens of the target speech. More specifically, after the
decoder-only Transformer generates the output embeddings,
we utilize n linear layers to get the distribution of the first n
layers of the RVQ of the target speech.

The training objective is the Cross-Entropy loss between
the predicted tokens and the first n layers of the ground-truth
discrete tokens from the RVQ. Once these n layers of discrete
tokens are predicted, they are mapped to their corresponding
embeddings via the neural audio codec’s own embedding table.
These n layers of discrete embeddings are then summed to one
single-layer embedding D̂n as the output. During inference,
the AR decoder-only LM generates D̂n frame by frame.

By choosing n to be smaller than the total number of
RVQ layers, we simplify the modeling task, allowing the AR
decoder to focus on generating coarse-grained representations
of the target speech while still preserving intelligibility.

C. Vocoder

The goal of the vocoder is to reconstruct the clean audio
waveform from the coarse representations generated by the
AR model, utilizing both the mixture and reference speech
embeddings. The vocoder consists of an encoder-only LM
and a frozen pretrained codec decoder. The encoder-only
LM employs the self-attention mechanism to capture fine-
grained acoustic details. Following [18], we adopt a one-
step encoder LM to directly predict the sum of all the RVQ

https://beilong-tang.github.io/lauraTSE.demo/


TABLE I: Results on Libri2Mix clean. In the ”Category” column, ”G” refers to generative models, while ”D” refers to discriminative
models.

Model Category
DNSMOS ↑

NISQA ↑ SpeechBERT ↑ dWER ↓ WavLM Sim ↑ Wespeaker Sim ↑
SIG BAK OVL

Mixture - 3.383 3.098 2.653 2.453 0.572 0.792 0.847 0.759
Spex+ [3] D 3.472 4.027 3.186 3.349 0.878 0.148 0.973 0.935

WeSep [24] D 3.486 3.838 3.118 3.892 0.895 0.123 0.980 0.945
USEF-TSE [25] D 3.555 4.051 3.272 4.319 0.935 0.0747 0.988 0.968
TSELM-L [15] G 3.489 4.041 3.212 3.961 0.793 0.297 0.887 0.627

AnyEnhance [12] G 3.638 4.066 3.353 4.277 0.735 - 0.914 -
LauraTSE G 3.609 4.084 3.336 4.333 0.908 0.159 0.974 0.876

LauraTSE-streaming G 3.596 4.061 3.314 4.275 0.897 0.169 0.973 0.873
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Fig. 2: Streaming inference procedure of LauraTSE (LauraTSE-
streaming). Pink and green highlights denote the current input mixture
representation E

(t)
m and output representation D̂

(t)
n at timestep t,

respectively

layers of the target speech’s codec embedding, instead of
generating them layer-by-layer as done in [17]. Specifically,
it takes the concatenated input [Er, Em, D̂n]—representing
reference, mixture, and generated coarse embeddings—and
outputs [., ., Ês], where Ês is the predicted fine-grained em-
beddings of the target speech. We apply both the L1 and L2
loss between Ês and the ground-truth embedding Es of the
target speech from the sum of all the RVQ layers. Finally, the
pretrained codec decoder converts the predicted embeddings
into the target raw waveform. Note that the decoder-only LM
and the encoder-only LM are jointly optimized during training.

D. Streaming Inference

Real-time TSE is crucial for practical applications [26].
Since AR decoder-only LM can be easily adopted for
streaming inference [27], we adopt LauraTSE and pro-
pose LauraTSE-streaming, which processes the input mix-
ture speech sm incrementally in N sequential chunks
{s(1)m , s

(2)
m , . . . , s

(N)
m }. As illustrated in Figure 2, at each

timestep t:

1) Receive new causal chunk s
(t)
m

2) Encode to obtain E
(t)
m

3) Concatenate E
(t)
m with previous representations to get

E
(1:t)
m

4) Use the decoder-only LM’s output from all the previous
timesteps as the prompt

5) Generate current output representation D̂
(t)
n

6) Utilize the Vocoder to reconstruct the raw waveform of
D̂

(t)
n

This iterative process continues until all chunks are processed,
enabling frame-by-frame streaming.

III. EXPERIMENTS SETUP

A. Dataset

Our main experiments are conducted on the 460-hour clean
speech subset of LibriSpeech [28] (LibriSpeech-460h). The
training data is generated on-the-fly by mixing speech samples
with a relative SNR randomly sampled between 0 and 5 dB.
For cross-validation, we use the clean dev set from Libri2Mix
[29]. During both training and evaluation, the reference audio
is randomly clipped to 5 seconds. For evaluation, we use
the clean test set of Libri2Mix. Reference utterances are
randomly selected for each target speaker to simulate realistic
target speaker extraction conditions. Note that LauraTSE is
firstly trained on LibriSpeech-460h and then finetuned on
Libri2Mix clean training set. For ablation studies, our training
is conducted on the Libri2Mix clean training set.

B. Model Details

We adopt LauraGPT [18] as the backbone for our AR
decoder-only LM, and use FunCodec [22] as the neural audio
codec. We set the AR output layer number n as 2. For
encoding, we apply a hop size of 256 and a window size of
512 to both the reference and mixture speech. The conformer
encoder consists of 6 layers, each with 8 attention heads and
a hidden dimension of 512. The decoder-only transformer has
10 layers, 8 attention heads, and a hidden size of 512. The
encoder-only transformer used in the vocoder also comprises
6 layers with 8 attention heads and a 512-dimensional feature
space. We set the chunk size of LauraTSE-streaming as 2
seconds.

Our LauraTSE model is trained from scratch. It contains a
total of 77M parameters, with 36M allocated to the decoder-
only transformer. We use the Adam optimizer with an initial



learning rate of 1× 10−3. A warm-up scheduler with 10,000
warm-up steps is employed, and the learning rate is halved
if the evaluation performance does not improve within 3
consecutive epochs. Training is conducted on 16 GPUs, each
equipped with 32GB of memory, for a total of 100 epochs.

C. Evaluation Metrics

Traditional metrics such as PESQ [30], SI-SNR, and STOI
[31] are not used due to the potential misalignment between
the generated waveform from vocoders and the original wave-
form [19]. Therefore, we use:

• DNSMOS [32]: a reference-free metrics that has three
scores from 1 to 5: SIG, BAK, and OVL, representing the
signal quality, background noise and the overall quality,
respectively.

• NISQA [33]: Another reference-free metric that predicts
an overall quality score between 1 and 5 for the generated
speech.

• SpeechBERT [34]: A semantic similarity metric based
on BERTScore computed over self-supervised speech
representations. We use the HuBERT-base [35] model to
extract the features for comparison between the generated
and the target speech.

• Differential Word Error Rate (dWER) [36]: This
metric computes the word error rate between the gen-
erated and the ground-truth speech using an ASR model.
We employ the base model of Whisper [37] for this
evaluation.

• Speaker Similarity: This metric measures the speaker
similarity between the output and ground-truth speech via
cosine similarity over high-dimensional embeddings. We
use two models for this task: the WavLM-base2 and the
Resnet 221LM model from WeSpeaker [38].

D. Baseline models

We compare LauraTSE with several recent baselines. We
include Spex+ [3], a classic discriminative TSE model. We
also compare LauraTSE with two recent discriminative mod-
els: USEF-TSE [25] and the BSRNN model from WeSep
[24]. Additionally, we compare it with two generative models:
TSELM-L [15] and AnyEnhance [12]. AnyEnhance is a multi-
task model based on masked generative modeling. Note that
Spex+, TSELM-L, and USEF-TSE are trained on LibriSpeech-
460h. For WeSep, we directly use the public checkpoint trained
on Voxceleb [39]. For AnyEnhance, we directly use the TSE
results provided in their work.

IV. RESULTS AND DISCUSSION

A. Comparison with other baseline models

Table I presents the overall results. LauraTSE achieves com-
parable speech quality to AnyEnhance, while outperforming it
in both the speaker similarity (WavLM Sim) and the semantic
similarity (SpeechBERT). Notably, LauraTSE is trained on
only 460 hours of data, whereas AnyEnhance is trained on

2https://huggingface.co/microsoft/wavlm-base-plus-sv

Fig. 3: dWER versus training data scale across models. Annotations
”(-X)” denote relative dWER reduction (percentage points) compared
to the preceding smaller dataset.
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5000 hours, raising the question of whether multi-task learning
is always superior to task-specific models for a particular
objective. Compared with TSELM-L [15], which uses discrete
tokens from WavLM, our model leverages the neural audio
codec representation that better preserves the speaker identity,
addressing the issue of low speaker similarity. Additionally,
LauraTSE outperforms discriminative baselines such as USEF-
TSE [25] and WeSep [24] in terms of speech quality, while
maintaining competitive performance in semantic similarity
and speaker consistency. However, there is a notable gap of the
semantic similarity (dWER) between LauraTSE and USEF-
TSE.

B. Data Scalability of LauraTSE

AR generative models have demonstrated strong scalability
with respect to training data size [40]. To evaluate this,
we compare the data scalability of LauraTSE against two
representative discriminative models: Spex+ and USEF-TSE,
which contains 11M and 16M parameters, respectively.

We train LauraTSE on three datasets of increasing
size: Libri2Mix-212h, LibriSpeech-460h-dm, and LibriSpeech-
960h-dm. Specifically, Libri2Mix-212h uses the Libri2Mix-
clean subset, containing approximately 212 hours of audio.
For LibriSpeech-460h-dm, we use the LibriSpeech-460h sub-
set with dynamic mixing. Similarly, LibriSpeech-960h-dm
includes the full 960-hour LibriSpeech dataset, also with
dynamic mixing applied.

Results (Figure 3) indicate that while the discrimina-
tive model USEF-TSE [25] exhibits relatively stable perfor-
mance as the training set scales from Libri2Mix to Lib-
riSpeech, both Spex+ [3] and LauraTSE show significant
gains. LauraTSE achieves an 8.2% (24.1 − 15.9 = 8.2)
absolute dWER reduction—surpassing the 6.1% improvement
of Spex+—highlighting its superior scalability with larger
datasets.

It is also worth noticing that the performance gains by
increasing the training data from 460 hours to 960 hours
are relatively modest. One possible explanation is that the
LibriSpeech-500-other subset, which constitutes a significant
portion of the 960-hour dataset, is less clean and more acous-

https://huggingface.co/microsoft/wavlm-base-plus-sv


TABLE II: Evaluation results for different Decoder-Encoder config-
urations. “Decoder-Encoder-joint” and “Decoder-Encoder-split” refer
to the two integration strategies illustrated in Figure 5. “Target-n”
denotes the reconstructed target clean audio using only the first n
layers of the codec. “No-Encoder” uses summation of only the first
n layers of the decoder-only LM output to generate speech without
the encoder.

Model NISQA ↑ dWER ↓ WeSpeaker Sim ↑
Decoder-Encoder-joint 4.241 0.241 0.847
Decoder-Encoder-split 4.253 0.232 0.858

Target-n (n = 2) 3.644 0.301 0.740
No-Encoder 3.807 0.579 0.709

TABLE III: Input composition results for the encoder-only LM. For
more information, please refer to Figure 4.

Model
Input

NISQA↑ dWER ↓ WeSpeaker
Er Em Dn Sim↑

Encoder-All ✓ ✓ ✓ 4.241 0.241 0.847
Encoder-Mix ✗ ✓ ✓ 4.173 0.239 0.842
Encoder-Ref ✓ ✗ ✓ 4.187 0.480 0.763

tically diverse than the LibriSpeech-460h subset, potentially
introducing noise that limits model improvement. Another
contributing factor could be that the current model size is
insufficient to fully leverage the additional data. To better
understand how data scalability affects the model performance,
future research is needed. Moreover, LauraTSE does not
achieve better performance compared with USEF-TSE even
with more training data, raising the question of whether
generative models can outperform discriminative models in
semantic similarity.

C. What role does the Encoder-only LM play?

Our ultimate goal is to perform TSE using only a decoder-
only LM, without relying on an additional encoder-only LM.
However, it is difficult for the single-layer neural audio codec
to preserve fine-grained speech details as well as multi-layer
codecs. Therefore, we need to add the encoder-only LM
to refine the coarse-grained output from the decoder-only
LM into high-resolution, continuous embeddings. This section
studies the effect of the encoder-only LM.

1) Joint vs. Separate Training: Firstly, we are interested
in whether decoder-only LM and encoder-only LM needs to
be trained jointly as their tasks are different. We conduct the
following experiments: Decoder-Encoder-joint and Decoder-
Encoder-split. Details can be found at Figure 5. Decoder-
Encoder-joint is the original LauraTSE model where the
encoder-only LM and the decoder-only LM are trained jointly
through a Straight-Through Estimator (STE) module [41]
which ensures the gradient flow for softmax. For Decoder-
Encoder-split, the decoder-only LM and the encoder-only LM
are trained separately. The results can be found at Table II.
We find that training decoder-only LM and encoder-only LM
separately achieves slightly superior performance compared
with training them jointly, suggesting it not necessary to train
them together.

2) Input composition for Encoder-only LM: The current
input to the encoder-only LM contains both the mixture and
the reference. To fully study the role of the encoder-only LM,
we need to study which input speech information is more
important. Therefore, we compose three systems: Encoder-
All, Encoder-Mix, and Encoder-Ref. Encoder-All is the original
encoder that takes both the mixture and the reference. For
Encoder-Mix, only the mixture embedding is fed to the en-
coder, while Encoder-Ref only takes the reference embedding.
Details can be found at Figure 4.

The results are shown at Table III. We can see that the
Encoder-Mix achieves similar performance as Encoder-All,
while Encoder-Ref achieves much worse performance. This
result indicates that the mixture embedding is crucial for the
encoder-only LM, and the reference embedding might not be
necessary here.

3) Does Encoder-only LM help the TSE?: Given that the
mixture representation for the encoder-only LM is crucial for
the final results, we assume that the encoder-only LM not
only generates the fine-grained representation from the coarse
output of the decoder-only LM, but more importantly, it also
aids the TSE task. To further validate this, we compare:

• Target-n: Clean target speech reconstructed using only
the first n layers of the codec. Same as the original
LauraTSE, we set n as 2.

• No-Encoder: Speech reconstructed from the first n layers
output codec from the decoder-only LM only.

• Decoder-Encoder-split: The encoder-only LM is applied
after the prediction from the decoder-only LM.

As shown in Table II, No-Encoder underperforms compared
to Target-n, indicating that the decoder-only LM alone is
insufficient for this task. Adding back the encoder-only LM
leads to a significant improvement (Decoder-Encoder-split),
reducing the dWER from 0.579 to 0.232.

These findings suggest that the encoder-only LM is cur-
rently essential—not only for reconstructing fine-grained
speech features but also for assisting with the TSE task.
Our future works will focus on developing techniques that
allow the decoder-only LM to perform TSE effectively without
relying on an additional encoder.

D. Other Ablation Studies

Table IV shows the results of other ablation studies we
conduct. “Base” refers to the proposed LauraTSE model. “n-”
refers to the output number of layers of the AR decoder-only
LM. Changing n from 1 to 3 results in minimal performance
differences, suggesting that even a small number of coarse
layers may provide sufficient information for TSE.

AR decoder-only LMs like LauraGPT [18] conduct tasks
like SE where the output is strictly aligned with the input
length. To study if the output length has to be the same as
the input, we have formatted the decoder-only input to be
[bos, Er, Em, tse]. Unlike the original method, which only
produces the clean speech, this approach concatenates the
reference and the mixture speech into a single input sequence,
expecting the model to generate an output containing both



Fig. 4: Illustration of different input types for the encoder-only LM. ”Encoder-All” corresponds to the LauraTSE baseline, where the encoder-
only LM receives both the mixture and reference embedding. ”Encoder-Mix” uses only the mixture embedding, while ”Encoder-Ref” uses
only the reference embedding.
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TABLE IV: Ablation studies of LauraTSE. ”n-” denotes the output layer number of the decoder-only LM. The ”Ref output” formats the
output of the decoder-only LM to contain both the clean and reference speech. ”Discrete IO” uses discrete codec embeddings rather than
continuous features as the input features. For ”WavLM input”, the WavLM [16] embeddings are utilized as the input features.

Model
DNSMOS ↑

NISQA ↑ SpeechBERT ↑ dWER ↓ WavLM Sim ↑ Wespeaker Sim ↑
SIG BAK OVL

Base (n-2) 3.626 4.102 3.360 4.241 0.880 0.241 0.965 0.847
n-1 3.604 4.100 3.339 4.201 0.861 0.266 0.958 0.830
n-3 3.618 4.095 3.350 4.270 0.880 0.235 0.967 0.853

Ref output 3.588 4.071 3.318 4.182 0.859 0.237 0.962 0.851
Discrete IO 3.562 4.035 3.268 3.940 0.810 0.421 0.952 0.835

WavLM input 3.507 3.951 3.137 3.220 0.792 0.447 0.860 0.633

Fig. 5: Decoder-Encoder Joint vs. Split. ”Decoder-Encoder-join” de-
notes the proposed LauraTSE model where Decoder and Encoder are
trained together by Cross-Entropy Loss and MSE Loss. In ”Decoder-
Encoder-split”, the Decoder and Encoder is trained separately.
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the reference speech and the enhanced speech. This method
is referred to as the “Ref output”. During inference, we
retain only the portion of the output corresponding to the
mixture, constrained by the length of the reference speech.
This approach yields results similar to the original one. There-
fore, we conclude that the output sequence can be just the
clean speech and does not need to align with the continuous
input condition sequence. Following the approach in SpeechX
[17], we conduct experiments where the input sequences
are discrete token embeddings rather than continuous log-
mel spectrograms, referred to as “Discrete IO”. For both the
input reference speech and the mixture speech, instead of
using continuous log-mel spectrograms, we utilize the first
two layers of the RVQ output of the neural audio codec.
We then use two learnable embedding matrices to embed
the discrete tokens and summarize these embeddings into a

single embedding. This single embedding is then fed into the
AR model. We observe that these discretized representations
perform worse than the continuous approach. One possible
reason for this could be that the neural audio codec’s discrete
representation may not be optimal for our TSE task with a
small-scale decoder-only LM. Additionally, since the audio
codec is typically trained on clean speech, it might miss crucial
information from the mixture. A potential future work could
involve developing audio codecs that can effectively handle
mixture speech.

We also utilize WavLM features instead of the neural audio
codec as the embedding features. We use the output from
the 6th hidden layer of WavLM as input features for both
the reference and the mixture. Additionally, we apply the
concatenation technique used in TSELM [15] for mixture
representations. Following the approach in SELM [19], the
output of the AR model is the Kmeans discrete representa-
tions of the target speech. After obtaining the target discrete
embeddings, we use a conformer detokenizer to reconstruct
the continuous embeddings, as done in SELM [19]. Similar as
[15], this approach, referred to as “WavLM input”, results in
poor speaker similarity, likely due to the discretization process
that loses speaker information.

V. CONCLUSION

We propose LauraTSE, an Auto-Regressive (AR) Decoder-
Only Language Model (LM) designed for Target Speaker
Extraction. It consists of a small-scale AR decoder-only LM
that predicts the coarse-grained information of the target
speech using the continuous representations of the reference
and the mixed speech, and a one-step encoder-only LM that
captures the fine-grained acoustic details. Extensive experi-
ments demonstrate the model’s capability in promising speech
quality, intelligibility, and speaker similarity.
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