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Joint Training on Multiple Datasets with
Inconsistent Labeling Criteria for Facial

Expression Recognition
Chengyan Yu∗, Dong Zhang∗, Wei Zou, Ming Li†

Abstract—One potential way to enhance the performance of facial expression recognition (FER) is to augment the training set by
increasing the number of samples. By incorporating multiple FER datasets, deep learning models can extract more discriminative
features. However, the inconsistent labeling criteria and subjective biases found in annotated FER datasets can significantly hinder the
recognition accuracy of deep learning models when handling mixed datasets. Effectively perform joint training on multiple datasets
remains a challenging task. In this study, we propose a joint training method for training an FER model using multiple FER datasets.
Our method consists of four steps: (1) selecting a subset from the additional dataset, (2) generating pseudo-continuous labels for the
target dataset, (3) refining the labels of different datasets using continuous label mapping and discrete label relabeling according to the
labeling criteria of the target dataset, and (4) jointly training the model using multi-task learning. We conduct joint training experiments
on two popular in-the-wild FER benchmark databases, RAF-DB and CAER-S, while utilizing the AffectNet dataset as an additional
dataset. The experimental results demonstrate that our proposed method outperforms the direct merging of different FER datasets into
a single training set and achieves state-of-the-art performance on RAF-DB and CAER-S with accuracies of 92.24% and 94.57%,
respectively.

Index Terms—facial expression recogniton, deep convolutional neural networks, continuous label mapping, joint training.
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1 INTRODUCTION

FACIAL Expression Recognition (FER) aims to recog-
nize the discrete expression categories (e.g., anger, fear,

happiness, sadness, disgust, surprise and neutral) or the
continuous levels (e.g., valence, arousal) from still images or
videos. Based on different sample-collecting scenarios, FER
datasets can be grouped into lab-controlled FER datasets [1],
[2], [3], [4], [5] and in-the-wild FER datasets [6], [7], [8], [9],
[10], [11]. Compared with the FER task for lab-controlled
datasets, recognizing facial expression from the in-the-wild
environmental conditions is more practical and challenging.

As a typical task of pattern recognition, in-the-wild FER
is expected to yield improved accuracy with an increased
number of training samples. However, existing large-scale
in-the-wild FER datasets often suffer from inconsistent an-
notation standards due to uncertainties arising from annota-
tors’ subjectivity and the inherent ambiguity of facial images
captured in real-world settings. Annotators with different
culture backgrounds may interpret discrete emotions in dis-
tinct ways [12], [13]. Because of the annotation bias between
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Fig. 1. The performance of discrete label classification on the RAF-
DB test set with different training strategies. A denotes training set of
AffectNet while R denotes training set of RAF-DB.

different datasets, directly merging multiple FER datasets
to expand the training set may not necessarily enhance the
performance of FER models.

As shown in Fig.1, when we use the training set of
the RAF-DB dataset [6], [7] for model training, the recog-
nition accuracy on the test set of the RAF-DB dataset is
86.25%. In the case that we only use the training set of
the AffectNet or directly merge the training set of RAF-DB
and AffectNet for model training, the recognition accuracy
decreases by 8.13% and 1.63%, respectively. In the context
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of transfer learning, if we pretrain the FER model on the
AffectNet dataset and subsequently finetune it on the RAF-
DB dataset, the recognition accuracy increases by only 0.71%
in comparison to training on RAF-DB and testing on RAF-
DB. These experimental findings clearly demonstrate that
directly employing transfer learning or merging different
FER datasets into a single training set, without unifying the
annotation criteria, generally results in limited performance
improvement or even degraded performance.

To address this issue, many methods have been pro-
posed in the context of discrete category-based emotion
classification. Zeng et al. [12] first consider the problem
of inconsistent annotation among different facial expression
recognition datasets. They propose an uncertainty learning-
based framework that assigns each sample with two labels,
including model prediction and human annotation. Then
they use the EM algorithm with CNN to discover the latent
truth based on the pseudo labels. Wang et al. [13] focus
on suppressing these uncertainties to learn better facial
expression features. They propose a Self-Cure Network to
find the confidence weight of each sample and use a relabel
mechanism to modify the labels with low confidence. The
aforementioned methods target to minimize the annotation
bias among different FER datasets and obtain promising
recognition accuracy when merging multiple FER datasets
with categorical labels.

In addition to discrete emotion category classification,
certain studies consider Facial Expression Recognition (FER)
as a task involving the regression of continuous emotion
levels [14], [15]. Continuous measurements of emotion typ-
ically involve two dimensions: valence, which indicates
the negativity or positivity of the emotional display, and
arousal, which reflects the calming or exciting nature of the
emotional display [14]. When representing emotions on a
two-dimensional plane, images labeled as ’happy’ tend to be
positioned to the right of the vertical axis. Images labeled as
neutral typically exhibit relatively lower absolute values of
valence and arousal and are situated near the origin on the
two-dimensional plane. In summary, images with the same
discrete label exhibit a distribution in continuous space
when represented as continuous-scale emotion measures.

Fig.2 illustrates the existence of a mapping relationship
between discrete and continuous labels. This observation
serves as inspiration for quantifying the mismatch in label-
ing standards for a specific emotion category between two
datasets labeled with discrete categories, using statistical
measures such as mean value and variance of the contin-
uous labels. These measures allow us to assess the disparity
between the datasets in a unified two-dimensional valence-
arousal plane. This characteristic presents an opportunity to
leverage multi-task learning and effectively merge multiple
FER datasets that include both continuous and discrete emo-
tion labels, thereby improving efficiency and performance.

Based on the mapping relationship between the discrete
and continuous labels, in this paper, we propose a new noisy
label learning method named the Discrete and Continuous
labels Joint Training(DCJT) framework for in-the-wild FER.
In DCJT, from a large-scale dataset B with both continuous
and discrete labels, we first select a subset of samples from
B that has consistent annotation criteria with the samples in
another discrete dataset A. Then we use the selected subset
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Fig. 2. Visualization of the continuous labels of AffectNet in the two-
dimensional valence and arousal space. The histograms show that
annotators from AffectNet labeled images with positive valence and
small absolute arousal values as happy images.

of B to train a continuous-scale regressor and generate
pseudo-continuous labels for all samples in A. Then, we
adopt a continuous label mapping to unify the labeling
standards according to A’s continuous labels.

Furthermore, for those remaining samples in B, we rela-
bel their discrete labels by calculating the Euclidean distance
to the class center of each emotion category in the inferred
two-dimensional continuous label space of A. Finally, we
use the technique of multi-task learning to perform joint
training with multiple datasets (e.g., A+B) with both discrete
and continuous labels.

Our contribution can be summarized as follows:
We propose a novel noisy label learning method named

Discrete and Continuous labels Joint Training (DCJT) for
the FER task. In our framework, we leverage continuous
emotion labels to map the labels of multiple FER dataset-
s towards the target dataset’s standard. We quantify the
mismatch of annotation standards between datasets on a
unified valence-arousal plane and use multi-task learning,
discrete label relabeling and continuous label mapping to
perform robust joint training with adapted discrete and
continuous labels. We conduct several experiments on the
popular in-the-wild facial expression recognition datasets,
including RAF-DB and CAER-S. The experimental results
show that our method achieves better or comparable per-
formance compared to the state-of-the-art approaches.

2 RELATED WORKS
Facial expression recognition is a popular research topic
in computer vision. Before the broad application of deep
learning, FER was mainly focused on designing hand-
crafted patterns [16], including Local Binary Patterns (LBP)
[17], [18], Gabor wavelet coefficients [19], Scale-Invariant
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Feature Transform (SIFT) [20], and Histogram of Oriented
Gradient (HOG) [21] for features extraction. The perfor-
mance of these hand-crafted patterns is easily affected by
variations in illumination, rotation and occlusion, which
limits the application of hand-crafted patterns on in-the-
wild FER tasks [22]. With the development of deep learning
and computational resource, many neural network-based
feature learning methods have been proposed and achieve
superior performance on FER [23], [24], [25], [26], [27].
An intuitive idea to further improve the performance of
FER method is to merge multiple datasets and enlarge the
training set. However, the inconsistent labeling standards
or annotation bias among different FER datasets with only
discrete labels sometimes results in a degraded performance
if we simply combine those two FER datasets together.

2.1 Learning with Noisy Labels

Deep learning has achieved remarkable success with the
help of large-scale datasets [28]. However, the low quality
of the labels remains an issue. Unreliable labels may lead
to overfitting and poor generalization [29]. To remedy this,
various methods have been proposed [30], [31], [32], [33].

Similar to other computer vision tasks, the performance
of in-the-wild FER is also challenged with ambiguous labels
and inconsistent annotations. Due to different settings for
data collection and the subjectiveness of annotation, data
bias and inconsistent annotations are common among var-
ious facial expression datasets [22]. Enlarging the training
dataset by directly merging multiple datasets can hardly
help the model to improve its performance from training
[12].

Many works have been proposed to handle this problem
based on the uncertainty learning framework. A common
approach involves estimating the latent truth and reweight-
ing the training samples, focusing on high-quality samples
and disregarding less reliable ones. Zeng et al. [12] pro-
pose the Inconsistent Pseudo Annotations to Latent Truth
(IPA2LT) framework, which assigns each sample multiple
labels using human annotations or model predictions. I-
PA2LT utilizes an end-to-end trainable LTNet that discov-
ers the latent truth from inconsistent pseudo labels and
input face images [34]. Subsequently, the LTNet is used to
train a final end-to-end Facial Expression Recognition (FER)
model. Chen et al. [35] propose Label Distribution Learning
on Auxiliary Label Space Graphs (LDL-ALSG) to leverage
topological information from related tasks and guide la-
bel distribution learning for Facial Expression Recognition.
They utilize topological information from related tasks, such
as action unit recognition and facial landmark detection,
to guide label distribution learning in Facial Expression
Recognition datasets. The method leverages the deviation
between images and predictions of their neighboring images
to train the backbone network. It also employs prior knowl-
edge to transform logical labels into discretized bivariate
Gaussian label distributions. Wang et al. [13] present a new
self-cure network (SCN) for robust feature learning in Facial
Expression Recognition by mitigating uncertainties in both
synthetic and real-world datasets. They use self-attention
and a ranking regularization module to assign weights to
each image and split them into high and low-confidence

groups. By refining labels in the low-confidence group, the
model can robustly learn features while mitigating uncer-
tainties in datasets. She et al. [25] propose DMUE, a solution
to address annotation ambiguity in Facial Expression Recog-
nition caused by subjective annotation and inherent inter-
class similarity. DMUE employs an uncertainty estimation
module to assign confidence scores to samples based on
the statistics of their relationships. Weighted training in
the target branch is then performed using these confidence
scores.

Another typical way is the ones adopting sample se-
lection, namely selecting true-labeled examples from noisy
datasets [36], [37]. Veit et al. [38] divide the dataset into
subsets with clean and noisy labels. They use a multi-task
network to learn a mapping from noisy labels to clean
ones. Wang et al. [39] propose Emotion Ambiguity-Sensitive
(EASE) cooperative networks to addresses the challenges in
learning with noisy label in facial expression recognition.
EASE consists of two components: an ambiguity-sensitive
learning module that distinguishes between clean, noisy,
and ambiguous labels and a diversity enhancing module
that enhances the cooperative intelligence of the two net-
works.

2.2 Multi-task Learning
Multi-task learning is an efficient technique of machine
learning in which multiple relevant learning tasks are solved
simultaneously while exploiting commonalities and differ-
ences across tasks [40]. This can result in improved learning
efficiency and prediction accuracy for some task-specific
models compared to training the models separately [41],
[42], [43].

Numerous existing networks for FER focus on a single
task. However, in the real world, FER is affected by various
factors, such as head pose, illumination, and subject identity
(facial morphology). To address this issue, multi-task learn-
ing is introduced to transfer knowledge from other relevant
tasks and to disentangle nuisance factors. Several works
[44], [45] suggest that simultaneously conducting FER with
additional tasks, such as facial landmark localization and
facial AU [46] detection, can jointly improve FER perfor-
mance. Zhang et at. [11] train a multi-signal CNN (MSCNN)
under the supervision of both FER and face verification
tasks, force the model to focus on expression information.
Toisoul et al. [15] propose a deep neutral network that inte-
grates face alignment and jointly estimates both categorical
and continuous labels in a single pass.

The aforementioned approaches suggest that there is a
potential to benefit from both discrete and continuous labels
by exploiting multi-task learning in FER tasks. However,
most existing works based on multi-task learning focus
on training on a single FER dataset. Moreover, existing
methods to remedy noisy labels ignore the potential of
exploiting both discrete and continuous labels. Therefore,
we propose our Discrete and Continuous labels Joint Learn-
ing (DCJT) framework to train a FER model from multiple
inconsistently labeled datasets. The proposed framework
integrates sample selection and label correction to deal with
inconsistent labels. Meanwhile, DCJT benefits from both
kinds of labels by means of multi-task learning. The details
of our framework are introduced in Section 3.
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Fig. 3. Overview of our proposed DCJT joint training framework. The framework consists of four steps: training the discrete classifier and selecting
the subset of the extra dataset, generating inferred pseudo-continuous labels, mapping continuous labels and relabeling discrete labels, and joint
training.

3 THE PROPOSED METHOD
We propose a Discrete and Continuous labels Joint Learning
(DCJT) framework for training a Facial Expression Recog-
nition (FER) model using multiple inconsistently labeled
datasets. This section provides an overview of our DCJT
framework, followed by a detailed description of each step.

3.1 Overview
In order to tackle the disparity in labeling standards, we
leverage the mapping relationship between discrete and

continuous labels. We assume the continuous labels of the
samples in each specific emotion category in any dataset
follow a two-dimensional Gaussian distribution. By cal-
culating the mean and covariance of these distributions,
we can characterize the labeling standards. We utilize a
linear transformation to align the labeling standards across
datasets. This linear transformation maps the continuous
labels of a specific discrete emotion category from multi-
ple datasets to the distribution of same discrete emotion
in the target dataset. This mapping ensures consistency
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and enables us to leverage the knowledge from multiple
datasets. Furthermore, we incorporate multi-task learning
to take advantage of the mapping relationship between
discrete and continuous labels. By simultaneously solving
both learning tasks, we enhance the learning efficiency and
improve the prediction accuracy of the proposed method-
s. This joint learning approach allows us to extract the
underlying patterns and correlations between discrete and
continuous labels. Through our proposed method, we aim
to leverage the mapping relationship between discrete and
continuous labels to address labeling standard discrepancies
and enhance the overall performance of facial expression
recognition models.

Fig.3 presents an overview of the 4-step DCJT frame-
work. We consider two facial expression recognition dataset-
s: Dataset A, which contains only discrete labels, and
Dataset B, which includes both discrete and continuous
labels. At this stage, all labels are manually annotated.

Step 1 of the framework, as illustrated in Fig. 3, trains
a classifier MA using the data with discrete labels in the
dataset A. By utilizing model MA, we select a subset from
the dataset B and ensure each predicted category aligns
with the corresponding discrete label. This selection process
aims to align the labeling criteria between dataset A and the
selected subset of B. Step 2, the selected subset of dataset
B is used to train a multi-task FER model, denoted as MB .
This model is designed to jointly estimate both discrete and
continuous labels. Subsequently, MB is utilized to gener-
ate pseudo-continuous labels for dataset A. At this stage,
dataset A comprises both discrete and inferred pseudo-
continuous labels. Step 3 focuses on aligning the contin-
uous labels of the two datasets. We calculate the values
of mean and covariance for the pseudo-continuous labels
of the dataset A and the original continuous labels of the
dataset B. To achieve consistency, we employ a linear trans-
formation based on the calculated mean and covariance.
This transformation maps the distribution of dataset B’s
continuous labels to match the distribution of dataset A’s
continuous labels. Consequently, after the transformation,
the continuous labels of B are aligned with the continuous
labels of A with a similar labeling criteria. Furthermore, the
discrete labels of dataset B, excluding the subset selected
in Step 1, are adjusted to adhere to the labeling criteria
of dataset A. Consequently, dataset A now possesses dis-
crete and inferred continuous labels, while dataset B has
relabeled discrete and mapped continuous labels. Lastly, in
Step 4, multi-task learning is utilized to train an end-to-end
Discrete Continuous Net (DCN). Through this process, the
DCN model is trained to to estimate both discrete and con-
tinuous emotion labels simultaneously. During the inference
phase, the trained DCN can be utilized to predict both the
discrete and continuous labels for facial expressions.

With the 4-step DCJT framework, we aim to address the
labeling standard discrepancies between datasets A and B,
enabling effective training of a facial expression recognition
model that can estimate both discrete and continuous emo-
tion labels.

3.2 Generate Pseudo Continous Labels
To generate the pseudo-continuous labels for dataset A, we
utilize model MA, which is trained using samples from

dataset A. In Step 1, a subset of samples is selected from
dataset B based on the consistency between the predicted
labels by model MA, denoted as ŷDx , and the discrete human
annotations, denoted as yDx , for each image x. If the predict-
ed discrete label ŷDx matches the discrete human annotation
yDx , we consider the image and the associated label to be
more likely in the same domain of dataset A. Therefore,
using these selected samples, our regressorMB can generate
higher-quality continuous labels for samples in dataset A.

After selecting the subset from dataset B, we train a
multi-task model, denoted as MB , using the chosen sam-
ples. This model is designed to jointly estimate both discrete
and continuous labels. Next, for each image x in dataset
A, we utilize model MB to predict the inferred valence
and arousal, denoted as (ṽx, ãx). These predicted values are
regarded as the pseudo-continuous labels for dataset A.

In summary, through the DCJT framework, the pseudo-
continuous labels for dataset A are generated by training
model MA on dataset A and selecting a subset of sam-
ples from dataset B based on the consistency between the
predicted and annotated discrete labels. Then, model MB ,
trained using the selected subset, is used to estimate the
continuous labels for dataset A, which are treated as the
pseudo-continuous labels.

3.3 Continuous Label Mapping
After completing Step 1 and Step 2, both datasets A and
B now have discrete and continuous labels. By utilizing
the continuous labels, we can directly quantify the incon-
sistency and divergence in labeling criteria across different
facial expression recognition datasets. This quantification
is achieved by calculating the mean and variance of the
continuous labels within each dataset.

We assume the continuous labels of the datasets A and
B follow two bivariate normal distributions, NA and NB,
respectively. We denote µA and ΣA the mean and covariance
for NA, and µB and ΣB the mean and covariance for NB.

Assume TA is a two-dimensional random vector and
TA ∼ N (µA,ΣA), TB is a two-dimensional random vector
and TB ∼ N (µB ,ΣB). We can get the linear transformation
from NB to NA using Equation (1), where P and Q are the
cholesky decomposition of ΣA and ΣB .

TA = PQ−1(TB − µB) + µA (1)

We introduce three mechanisms for the combination of two
datasets

• Combining two datasets without the continuous la-
bel mapping: We combine two the datasets A and B
without using any mapping on the continuous labels
of these datasets.

• Combining two datasets by mapping global contin-
uous labels: We assume the continuous labels of each
dataset follow a single bivariate normal distribution.
We calculate the global mean and covariance matrix
on each dataset for label mapping.

• Combining two datasets by mapping emotion de-
pendent continuous labels: When we combine two
FER datasets, we perform continuous label mapping
separately for each emotion category.
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Algorithm 1 Global Continuous Label Mapping

Input: Dataset A with its estimated continuous labels Y C
A ;

Dataset B with its original continuous labels Y C
B . B

can be devided into two parts, the selected subset of
B (subB) and the remaining samples in B other than
the selected subset (B − subB). The corresponding
continuous labels are Y C

subB and Y C
B−subB , respectively.

Output: The mapped continuous labels Ỹ C
B−subB

1: Compute the mean µA and covariance ΣA of Y C
A .

2: Compute the mean µB and covariance ΣB of Y C
B .

3: Compute the cholesky decomposition of ΣA: PPT =
ΣA

4: Compute the cholesky decomposition of ΣB : QQT =
ΣB

5: Process the global continuous label mapping Ỹ C
B−subB =

PQ−1(Y C
B−subB − µB) + µA

Algorithm 2 Emotion Dependent Continuous Label Map-
ping

Input: Dataset A with its estimated continuous labels Y C
A ;

Dataset B with its original continuous labels Y C
B . B

can be devided into two parts, the selected subset of
B (subB) and the remaining samples in B other than
the selected subset (B − subB). The corresponding
continuous labels are Y C

subB and Y C
B−subB , respectively.

Output: The mapped continuous labels Ỹ C
B−subB

1: for the ith emotion category do
2: Compute the mean µi

A and covariance Σi
A of Y iC

A .
3: Compute the mean µi

B and covariance Σi
B of Y iC

B

4: Compute the cholesky decomposition of Σi
A:

P i(P i)T = Σi
A

5: Compute the cholesky decomposition of Σi
B :

Qi(Qi)T = Σi
B

6: Process the ith emotion dependent continuous label
mapping Ỹ iC

B−subB = P i(Qi)−1(Y iC
B−subB − µi

B) + µi
A

7: end for

A detailed description of global continuous mapping
and emotion dependent continuous mapping is presented
in Algorithms 1 and 2.

3.4 Relabeling Discrete Labels

After completing the continuous label mapping in Step 3, a
question arises about the discrete labels of the remaining

samples in dataset B, excluding the selected subset, namely
(B − subB). In the DCJT framework, we utilize a simple
mechanism to relabel the discrete labels of these samples.
This involves computing the Euclidean distance between
each sample and the class center of each emotion category
in a two-dimensional continuous label space.

Once continuous label mapping is performed, the re-
maining subset of dataset B, denoted as (B − subB), has
its mapped continuous labels Ỹ C

B−subB . To compute the

class center of each emotion category, we use the inferred
pseudo-continuous labels of dataset A. For the emotion
category i, the class center, CCi, can be obtained by cal-
culating the mean of the inferred pseudo-continuous labels
associated with the ith class, as shown in Eq.(2).

CCi =
1

Ni

∑
j∈ithclass

Ỹ C
j (2)

Then the new label of sample j from the remaining set B −
subB is given by

ỹDj = arg min
i

(ỹCj − CCi)2. (3)

3.5 Joint Training

Multi-task learning has already been used in FER task and
obtained promising results [14], [15], [44], [45]. To lever-
age the advantages of both types of labels, we introduce
our joint training framework based on multi-task learning.
After completing Step1, 2 and 3, the dataset A has two
kinds of labels, i.e., the original discrete labels and the
inferred pseudo-continuous labels. The dataset B also has
its relabeled discrete labels and the mapped continuous
labels. In Step. 4, we train our model to jointly estimate
both discrete and continuous labels of input samples. A
detailed description of mini-batch training is presented in
Algorithm 3. We specify several input hyperparameters,
including the maximum epoch, warm-up epoch, and joint
training frequency. During the warm-up epoch, which is the
initial phase of training, only images from dataset A with
their original discrete labels Y D

A and its inferred continuous
labels Ỹ C

A are used for training. Within each batch, the
model is jointly trained with both discrete and continuous
labels. We employ a loss function that consists of two
components: a cross-entropy loss for the categorical loss
(discrete emotion classes) and a mean squared error (MSE)
loss for the continuous loss where Ŷ D

A and Ŷ C
A denote the

predicted discrete and continuous labels.

LMSE(Ỹ C
A , Ŷ

C
A ) = MSE(Ỹ C

A , Ŷ
C
A )

LCE(Y D
A , Ŷ D

A ) = CrossEntropy(Y D
A , Ŷ D

A )

= −Σn
i=1ŷilog(yi)

(4)

So the overall loss function minimized by our model is given
by Equation (5):

L(YA, ŶA) = LCE(Y D
A , Ŷ D

A ) + λLMSE(Ỹ C
A , Ŷ

C
A ) (5)

where λ is a hypeparameter to balance two components. If
the epoch number is greater than the warm-up epoch and
is divisible by the joint training frequency, we include ad-
ditional images from dataset B with their relabeled discrete
labels Ỹ D

B and mapped continuous labels Ỹ C
B for training

the model. In such cases, the training process consists of
two stages. The first stage involves training the model using
the images from dataset A and jointly considering both
discrete and continuous labels as shown in Equation (5). In
the second stage, we use images from the extra dataset B.

L(ỸB , ŶB) = LCE(Ỹ D
B , Ŷ D

B ) + λLMSE(Ỹ C
B , Ŷ

C
B ) (6)
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Algorithm 3 Joint Training

Input: Dataset A, with training images XA,
discrete labels Y D

A and estimated continuous labels Ỹ C
A ;

Dataset B with training images XB ,
relabeled discrete labels Ỹ D

B and mapped continuous
labels Ỹ C

B ;
Max Epoch;
Warm-up Epoch;
joint training frequency;

Output: Trained model with classifer branch θc and regres-
sor branch θr

1: Initialize θc and θr with random values
2: while epoch<Max Epoch do
3: if epoch<Warm-up epoch then
4: From (XA, Y

D
A , Ỹ C

A ), sample a batch;
5: Compute L = LCE(Y D

A , Ŷ D
A ) + λLMSE(Ỹ C

A , Ŷ
C
A )

6: Update classifer branch θc and regressor branch θr

7: else
8: if epoch%joint training frequency == 0 then
9: From (XA, Y

D
A , Ỹ C

A ), sample a batch;
10: Compute L = LCE(Y D

A , Ŷ D
A )+λLMSE(Ỹ C

A , Ŷ
C
A )

11: Update classifer branch θc and regressor branch
θr

12: From (XB , Ỹ
D
B , Ỹ C

B ) sample a batch;
13: Compute L = LCE(Ỹ D

B , Ŷ D
B )+λLMSE(Ỹ C

B , Ŷ
C
B )

14: Update classifer branch θc and regressor branch
θr

15: else
16: From (XA, Y

D
A , Ỹ C

A ), sample a batch;
17: Compute L = LCE(Y D

A , Ŷ D
A )+λLMSE(Ỹ C

A , Ŷ
C
A )

18: Update classifer branch θc and regressor branch
θr

19: end if
20: end if
21: end while

4 EXPERIMENTS

4.1 Datasets

In this study, we evaluate our proposed method on
three widely used in-the-wild facial expression recgonition
datasets, namely the RAF-DB [6], [7] dataset, the CAER-S [9]
dataset and the AffectNet dataset [8].

• RAF-DB: The RAF-DB [6], [7] dataset contains 30,000
facial images annotated with basic or compound
expressions. For our experiments, we focus on im-
ages with basic emotion categories, specifically us-
ing 12,271 training samples and 3,068 test samples.
The annotations in RAF-DB are obtained through a
combination of 40 human coders and crowdsourcing
techniques.

• CAER-S: The CAER-S [9] dataset is derived from the
CAER dataset. The CAER-S dataset contains 65,983
images. It is divided into a training set with 44,996
samples and a test set with 20,987 samples. Each im-
age in CAER-S is assigned with one of seven discrete

expressions: neutral, happiness, sadness, surprise,
fear, disgust, and anger.

• AffectNet: The AffectNet [8] dataset comprises over
one million images and provides annotations for
both discrete emotional labels and continuous la-
bels. The images in AffectNet are obtained from
the Internet by querying major search engines using
1,250 emotion-related keywords. Among the anno-
tated images, 450,000 were manually labeled with
11 discrete emotion labels. For our experiments, we
focus on the seven expression categories and their
continuous labels. AffectNet serves as an additional
dataset with both discrete and continuous labels.

4.2 Implementation Details

For the RAF-DB dataset, we use aligned images with seven
basic discrete labels. Furthermore, images from RAF-DB
are resized to 224×224 pixels. For the CAER-S dataset,
we first detect and align all faces using similarity trans-
formation. Then we resize them to 224×224 pixels. In our
experiments, we incorporate AffectNet as an additional FER
dataset. We begin with cropping face images based on the
provided bounding boxes from the AffectNet annotations.
Subsequently, we perform similarity transformation to align
the faces and resize them to 224×224 pixels. To augment
the data, we apply random horizontal flipping and random
erasing.

To generate pseudo-continuous labels for RAF-DB and
CAER-S, we employ a multi-task model trained on Affect-
Net. When training the multi-task model with the entire
AffectNet, we utilize all 283,901 images comprising seven
discrete expression categories. For the multi-task models
trained with selected subsets of AffectNet, we initially train
a classifier on RAF-DB and CAER-S. Subsequently, we em-
ploy the trained classifier to select samples from AffectNet.
Finally, using the selected samples, we train the multi-task
models and generate pseudo labels for RAF-DB and CAER-
S.

In the case of the RAF-DB dataset, our network is trained
using a batch size of 128, an initial learning rate of 0.001,
and ADAM as the optimizer. The hyperparameter λ is set to
15, the warm-up epoch is set to 30, and the joint frequency
is set to 10. Regarding the CAER-S dataset, our network is
trained using a batch size of 128, an initial learning rate of
0.01, and ADAM [47] as the optimizer. Additionally, we set
the hyperparameter λ to 100, the warm-up epoch to 100, and
the joint frequency to 5. We implement our approach using
the PyTorch toolbox on the GeForce RTX 1080Ti platform.

4.3 Ablation Study

To assess the effectiveness of each step in our DCJT frame-
work, we conduct an ablation study on RAF-DB using two
different backbones: Resnet18 [48] and ARM [27]. Note that
for experiments requiring an additional dataset, we utilize
the 7-class AffectNet training set as an additional training
set. For this ablation study, we conduct the following step-
by-step experiments.

• Expriment I: In the first experiment, we utilize the
RAF-DB dataset to train a classifier model, denoted
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as MA. Additionally, we employ this trained model
MA to select a subset of the AffectNet dataset. The
training set is then formed by the combination of the
RAF-DB training set, the selected subset of Affect-
Net, and their corresponding discrete labels. Finally,
we evaluate the performance of the model on the
RAF-DB test set. The objective of this experiment is
to demonstrate the effectiveness of incorporating a
selected subset of data from AffectNet, which shares
similar annotation criteria, in improving the overall
performance of the classifier.

• Expriment II: For the second experiment, we train
a multi-task model by incorporating the generated
pseudo-continuous labels derived from RAF-DB, a-
long with their original discrete labels. The objective
of this experiment is to demonstrate the potential
improvements achieved through the utilization of
additional pseudo-continuous labels in conjunction
with multi-task learning.

• Expriment III: The results obtained from the two
previous experiments provide evidence for the fol-
lowing observations: 1) the addition of the selected
subset of AffectNet to RAF-DB can improve the
performance of our model in the discrete emotion
classification task, and 2) the generation of pseudo-
continuous labels for RAF-DB and the utilization
of multi-task learning also contribute to enhanced
performance.
Based on these findings, it is natural to shift our
focus towards joint training, involving RAF-DB and
the selected subset of AffectNet, leveraging the ben-
efits of multi-task learning. Thus, in the third ex-
periment, we train a multi-task model and evaluate
its performance on the RAF-DB test set. The model
is trained on RAF-DB, which includes both discrete
and inferred pseudo-continuous labels, and the se-
lected subset of AffectNet, which consists of discrete
and continuous labels. The aim of this experiment
is to investigate whether our model can derive ad-
vantages from the additional data provided by both
the selected subset of AffectNet and the pseudo-
continuous labels.

• Expriment IV: The experimental findings indicate
that our model experiences advantages when incor-
porating additional data from the selected subset
of AffectNet and utilizing pseudo-continuous label-
s. However, our experiments have solely involved
the utilization of RAF-DB and the selected subset
of AffectNet. Nevertheless, there is a portion of
AffectNet data that remains untapped, specifically
the remaining data in dataset B, excluding the s-
elected subset. Consequently, we proceed with the
following set of experiments: we employ RAF-DB,
which comprises discrete labels and inferred contin-
uous labels, in conjunction with the entire AffectNet
dataset, wherein the discrete labels have been rela-
beled and the continuous labels have been mapped.
This particular experiment yields the most optimal
performance for our model.

The results of experiment I, II and III are shown in Table
1. Table 2 shows the results of experimet IV.

4.3.1 Effectiveness of Selecting Subset of Extra Dataset
Table 1 demonstrates the enhanced performance of our
model through the combination of RAF-DB and the selected
subset of AffectNet. When employing Resnet18 [48] as the
backbone, the inclusion of additional data leads to a notable
improvement of 1.20% compared to training with the RAF-
DB dataset alone. Similarly, when utilizing ARM [27] as
the backbone, the incorporation of extra data results in a
performance boost of 0.25% compared to using only the
RAF-DB dataset. These results suggest that the selected
subset of the AffectNet is labeled with a similar criteria to
the RAF-DB dataset.

4.3.2 Effectiveness of Generating Pseudo Continuous La-
bel
We conducted experiments to validate the effectiveness
of generating pseudo-continuous labels for RAF-DB and
to investigate the utilization of a selected subset for this
purpose. As shown in Table 1, the results indicate that
incorporating pseudo-continuous labels to train a multi-
task model improves performance compared to using only
RAF-DB with its discrete annotation for classifier training.
This implies that multi-task models can derive benefits
from the pseudo-continuous labels generated by our DCJT
approach. Additionally, the group that employs the selected
subset of AffectNet for generating pseudo-continuous labels
(DL & CLS) for RAF-DB outperforms the group using the
entire AffectNet dataset for generating pseudo-continuous
labels (DL & CLW) for RAF-DB. When using Resnet18 as
the backbone, compared to those using pseudo-continuous
labels generated by the whole AffectNet, using the select-
ed subset to generate pseudo-continuous labels brings an
improvement of 0.45%. The group that generates pseudo-
continuous labels using selected subset also performs better
when using ARM as the backbone.

In Experiment III, we augment the training set by incor-
porating a selected subset of AffectNet. The experimental
results presented in Table 1 demonstrate that our model
achieves the highest performance when trained using both
RAF-DB and the selected subset of AffectNet, utilizing
both discrete and continuous labels. This suggests that our
model can derive advantages not only from the inclusion
of additional selected samples but also from the utilization
of pseudo-continuous labels. Unsurprisingly, the group that
generated pseudo-continuous labels using the selected sub-
set of AffectNet achieved superior performance.

Moreover, as presented in Table 2, regardless of the
backbone model used, the results obtained using pseudo-
continuous labels generated by the entire AffectNet con-
sistently exhibit poorer performance compared to those
obtained using pseudo-continuous labels generated by the
selected subset of the AffectNet. One possible explanation
for this observation is that the selected subset shares similar
labeling criteria with the samples in the RAF-DB dataset.
Therefore, the model trained with the selected subset can
give higher quality continuous labels in terms of perfor-
mance on RAF-DB compared to the model trained with the
entire AffectNet.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9

TABLE 1
Evaluation of pseudo-continuous label generation and subset selection in our DCJT on discrete FER dataset RAF-DB using Resnet18, ARM as

backbone pre-trained on ImageNet. DL, CLE and CLS denote discrete labels, continuous labels generated using the entire AffectNet, and
continuous labels generated using a selected subset of AffectNet.

Backbones
Training Datasets Training Labels

Acc.(%)
RAF-DB RAF-DB and selected subset of AffectNet DL DL & CLE DL & CLS

Resnet18

X X 86.25
X X 87.03
X X 87.48

X X 87.45
X X 87.19
X X 87.58

ARM

X X 90.42
X X 90.15
X X 90.83

X X 90.67
X X 90.93
X X 91.72

TABLE 2
Evaluation of continuous label mapping and discrete label relabeling in our DCJT system on the RAF-DB test set using Resnet18, ARM as the
backbone pre-trained on ImageNet. RAF-DB training set and the entire AffectNet training set are used as the training set. The DL, CLE, CLS,

GCLM, EDCLM denote discrete labels, continuous labels generated using the entire AffectNet, continuous labels generated using the selected
subset of AffectNet, global continuous label mapping and emotion dependent continuous label mapping. * Denotes the results are pretrained on

MSCeleb [49].

backbone

Training set

Acc.(%)RAF-DB
selected subset

of AffectNet
remaining samples

in Affectnet
labels labels discrete labels continuous labels

DL & CLE DL & CLS DL & CL original DL relabeled DL original CL GCLM EDCLM

Resnet18

X X X X 86.27
X X X X 86.83
X X X X 86.89

X X X X 87.15
X X X X 87.28
X X X X 87.39

X X X X 87.05
X X X X 86.92
X X X X 86.93

X X X X 87.31
X X X X 87.50
X X X X 87.74(88.48*)

ARM

X X X X 90.61
X X X X 91.39
X X X X 91.41

X X X X 91.49
X X X X 91.57
X X X X 91.81

X X X X 91.36
X X X X 91.37
X X X X 91.27

X X X X 91.76
X X X X 92.01
X X X X 92.24

4.3.3 Effectiveness of Continuous Labels Mapping and Dis-
crete Labels Relabeling
Based on the findings of our previous experiments, we
have established that our model can derive advantages from

the incorporation of the selected subset of AffectNet and
the utilization of pseudo-continuous labels. Consequently,
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we intend to explore strategies to harness the untapped
potential of the remaining data in AffectNet, which extends
beyond the selected subset. We do not use this data in the
previous experiment for the samples possess different label-
ing criteria compared to those present in RAF-DB. Hence,
we propose the utilization of continuous label mapping and
discrete label relabeling methods to effectively harness this
segment of the data and enhance the performance of our
multi-task model. For experiment IV, we utilize the RAF-
DB training set in conjunction with the complete 7-class
AffectNet training set as the training dataset. Specifically,
the selected subset of AffectNet is employed with its o-
riginal continuous and discrete labels, while the remaining
AffectNet data undergoes relabeling of the discrete labels
and mapping of the continuous labels.

Now we want to figure out which continuous label
mapping methods perform best. As shown in Table 2, the
group utilizing emotion-dependent continuous label map-
ping (EDCLM) achieves a performance of 87.74% when
using Resnet18 as the backbone (pretrained on ImageNet
[50]). This group shows improvements of 0.43% and 0.24%
compared to the systems without continuous label mapping
(Without CLM) and with global continuous label map-
ping (GCLM), respectively. The group utilizing emotion-
dependent continuous label mapping (EDCLM) achieves
the highest performance of 92.24% accuracy when us-
ing ARM as the backbone. Therefore, these experiments
demonstrate the effectiveness of our proposed approach of
emotion-dependent continuous label mapping.

We then turn to discrete label relabeling. The results
in Table 2 demonstrate that utilizing the original discrete
labels of AffectNet and RAF-DB leads to a decrease in
model performance. The Resnet18 and ARM backbones
achieve the highest recognition accuracies of 87.39% and
91.81%, respectively, when using the original discrete labels,
which are lower than the performance (87.74% and 92.24%)
obtained using the relabeled discrete labels. In conclusion,
the discrete label relabeling mechanism proves to be advan-
tageous when incorporating the remaining data beyond the
selected subset in AffectNet.

4.4 Comparison with Other Joint Training Methods

To tackle the problem of annotation inconsistency in dis-
crete FER tasks, numerous studies have explored uncer-
tainty learning techniques [13], [39], [51]. In contrast to
our framework, previous approaches primarily emphasize
joint training using discrete labels. In order to compare the
performance of joint training with discrete labels and our
method, we conduct experiments using two backbones on
two discrete FER datasets.

We conducted experiments using four different training
methods and selected the 7-class AffectNet training set as
an additional FER dataset.

We compare various joint training methods on the dis-
crete FER datasets, RAF-DB and CAER-S, and use Resnet18
[48] and ARM [27] as backbone CNNs. The results of each
joint training method are presented in Tables 3 and 4. When
evaluating on the test set of RAF-DB, merging the two FER
datasets directly and performing joint training with discrete
labels result in degraded performance of 84.63% and 89.27%

TABLE 3
Comparison of different joint training methods on the RAF-DB test set
based on the ARM, Resnet18 backbones. * denotes these results are

reproduced by us.

Backbone Joint-learning method Acc.(%)

Resnet18

Without extra datasets 86.25
Combination straightly 84.62

SCN [13] 88.14
DCJT 88.48

ARM

Without extra datasets 90.42
Combination straightly 89.27

SCN [13] 91.06*
DCJT 92.24

Without extra dataset means we use only RAF-DB dataset and the
associated discrete labels.
Combination straightly means combining two datasets’ images
without any other operation.
SCN [13] is a method for joint training using discrete labels. We
borrow its key idea and using in different backbones.
DCJT is our proposed framework for multi-task learning on mul-
tiple different FER datasets using continuous label mapping and
discrete label relabeling.

TABLE 4
Comparison of different joint training methods on the CAER-S test set
based on the ARM, Resnet18 backbones. * denotes these results are

reproduced by us.

Backbone Joint-learning method Acc.(%)

Resnet18

Without extra datasets 84.67
Combination straightly 81.45

SCN [13] 84.31*
DCJT 86.39

ARM

Without extra datasets 91.54
Combination straightly 84.36

SCN [13] 90.39*
DCJT 94.57

Without extra dataset means we use only RAF-DB dataset and the
associated discrete labels.
Combination straightly means combining two datasets’ images
without any other operation.
SCN [13] is a method for joint training using discrete labels. We
borrow its key idea and using in different backbones.
DCJT is our proposed framework for multi-task learning on mul-
tiple different FER datasets using continuous label mapping and
discrete label relabeling.

using Resnet18 and ARM as backbone architectures. SCN
based joint training method yields performance of 88.14%
and 84.31% when using Resnet18 and ARM as backbone
architectures, respectively. SCN improves the recognition
accuracy by 1.89% when Resnet18 is used as the backbone,
compared to training solely on RAF-DB. However, when
ARM is employed as the backbone, SCN results in a degra-
dation of recognition accuracy by 0.36%. This suggests that
SCN lacks generalization across different backbones. Joint
training the model using DCJT results in performance of
88.48% and 92.24% when using Resnet18 and ARM as back-
bone architectures, respectively. These results highlight that
our joint training approach achieves the highest accuracy
on both backbones. This suggests that joint training with
both discrete and continuous labels, along with multi-task
learning, yields superior performance compared to joint
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TABLE 5
Comparison with state-of-the-art method on RAF-DB

Methods Acc.(%)
IPA2LT [12] 86.77 With extra data
RAN [51] 86.90
SCN [13] 88.14 With extra data

MANET [24] 88.40
DMUE [25] 88.76
EASE [39] 89.56
EAC [52] 89.99
ARM [27] 90.42

ARM+DCJT 92.24 With extra data

TABLE 6
Comparison with state-of-the-art method on CAER-S. * denotes the

result is reproduced by us.

Methods Acc.(%)
Resnet18 [48] 84.67
Resnet50 [48] 84.81
Res2Net [53] 85.35

CAER-NET-S [9] 73.51
MANET [24] 88.42

EASE [39] 90.95
EAC [52] 91.33*
ARM [27] 91.54

ARM+DCJT 94.57 With extra data

training with discrete labels alone.
A similar result is observed in another dataset, CAER-S.

When evaluating on CAER-S, merging the two FER datasets
directly and performing joint training result in degraded
performance of 81.45% and 84.36% when using Resnet18
and ARM as backbone architectures. Interestingly, when
evaluating on CAER-S, employing the SCN joint training
method yields recognition rates of 84.31% and 90.39% on
both backbone architectures. The performance of the SCN
joint training method surpasses that of directly combining
both datasets; however, it does not match the performance
achieved by training solely on the CAER-S dataset. One
possible explanation for this is that, despite SCN’s correction
of some discrete labels with partial labeling standard mis-
match, the issue of label inconsistency still exists on CAER-
S. Now, focusing on our DCJT joint training method, the
results demonstrate that our approach achieves the highest
performance of 86.39% and 94.57% using Resnet18 and
ARM as backbone architectures, respectively. These results
suggest that our joint training method is superior to the SCN
method.

4.5 Comparison with Other State-of-the-art Methods

Table 5 compares our method to several state-of-the-art
methods on the test set of RAF-DB. RAN [51] and MA-NET
[24] focus on attention methods. RAN utilizes face regions
and original faces with a cascade attention network. MA-
NET uses attention methods of different scales and fuses
features of different scales. The accuracy of our method is
5.34% and 3.84% higher than RAN and MA-Net. DMUE

[25] makes use of the latent distribution in the label space
and estimates the ambiguity extent in the instance space.
Nonetheless, DMUE does not use additional data for joint
training. IPA2LT [12] and SCN [13] provide joint training
methods using discrete labels. IPA2LT introduces the idea
of latent ground truth for training with inconsistent annota-
tions across different FER datasets. SCN uses self-attention
to weight the training samples and relabel the samples
in the low-quality group using the weights. Our method
demonstrates accuracy improvements of 5.47% and 4.10%
over IPA2LT and SCN, respectively. EASE [39] and EAC
[52] aim to address the problem of noisy labels in training
FER models. However, these methods only take into account
discrete labels during training. In comparison, our method
achieves accuracy improvements of 2.68% and 2.25% over
EASE and EAC, respectively. The results from Table 5 indi-
cate that joint training using continuous labels is potentially
more effective by utilizing the relationship between discrete
and continuous labels. Therefore, our method outperforms
different methods in Table 5.

Table 6 compares our method with multiple state-of-
the-art methods on the CAER-S test set. The results in
Table 6 demonstrate that our DCJT method outperforms the
state-of-the-art methods, even when compared with deeper
networks, such as Resnet50 and Res2Net50.

4.6 Visualization of The Learned Continuous Labels
To further evaluate the effectiveness of continuous label
mapping and discrete label relabeling, we conducted a
visualization analysis on the RAF-DB training set and the
seven-class AffectNet training set. In Fig. 4, we present the
visualizations of sample images with predicted continuous
labels and relabeled discrete labels. In the first row of the
visualization, the pseudo-continuous labels generated by
the selected subset of the AffectNet exhibit meaningful pat-
terns. These labels provide confirmation of the relationship
between discrete and continuous labels, reinforcing their
alignment. Moving to the second row, we compare the
original continuous labels of the images in AffectNet with
the mapped continuous labels. The visualization clearly
indicates that after applying continuous label mapping, the
continuous labels of the AffectNet images become more
closely aligned with the standard continuous labels of the
RAF-DB dataset. This demonstrates the effectiveness of the
continuous label mapping technique in achieving better
alignment between datasets. Finally, in the third row of
the visualization, we examine the original discrete labels of
the images in comparison to the relabeled discrete labels.
It is evident that after the discrete label relabeling process,
these images are assigned new discrete labels that are more
rational and in line with the discrete labeling criteria of
the RAF-DB dataset. This further validates the effectiveness
of the discrete label relabeling approach. Overall, these
visualizations provide compelling evidence of the successful
integration of continuous label mapping and discrete label
relabeling techniques, highlighting their ability to improve
the consistency and alignment of labels across datasets.

4.7 Discussion on The Generalization Capabilities
In our method, we could utilize additional samples with
adapted labels that match the labeling standard of the target
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Fig. 4. Visualization of the predicted labels on the RAF-DB training set and the AffectNet training set. The first row shows the predicted continuous
labels for RAF-DB. The second row shows the original and mapped continuous labels of AffectNet. The third row shows the original and relabeled
discrete labels of AffectNet.

set A, hence the performance in the test set of A is improved.
To further validate the generalization capabilities of the final
resulted model towards other new datasets, we use the
trained model to perform finetuning on the training set of
FERPlus and test on the test set of FERPlus. The results are
shown in Table 7.

Table 7 that combing multiple datasets with our pro-
posed method achieves a more robust model against directly
merging in the task of finetuning and testing on other target
datasets.

Moreover, in real-world scenarios, sometimes we do not
have another dataset B as large as AffectNet. We perform
another experiment by setting the size of dataset B as
different portions of AffectNet. In this case, we can evaluate
the performance of our proposed method against different
scale of the additional dataset B. From the results in Table 8,
we can observe that our proposed method is still effective
even if we have a small scale additional dataset B.

5 CONCLUSION

In this paper, we present a novel framework called D-
CJT (Discrete and Con- tinuous labels Joint Training) for
jointly training multiple facial expression recognition (FER)
datasets with the goal of addressing the issue of inconsistent
labels in in-the-wild FER tasks.

TABLE 7
Comparison of different pre-training methods on the FERPlus dataset
using ARM as the backbone. The training set of FERPlus is used for

finetuning while the test set of FERPlus is adopted for testing.

Pre-training data & Strategy Acc.(%)
RAF-DB only 88.09

AffectNet only 88.19
RAF-DB + AffectNet

(directly combine) 88.38

RAF-DB + AffectNet
(our proposed method) 88.64

RAF-DB + AffectNet + CAER-S
(directly combine) 88.45

RAF-DB + AffectNet + CAER-S
(our proposed method) 88.95

TABLE 8
The results of our proposed method using different proportion of the

additional dataset B.

Dataset A and B Accuracy on RAF-DB test set (%)
RAF-DB only 90.42

RAF-DB + 10% Affectnet 91.10
RAF-DB + 50% Affectnet 91.85
RAF-DB + 100% Affectnet 92.24
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Our proposed framework incorporates three key mech-
anisms: subset selection, continuous label mapping, and
discrete label relabeling. The subset selection mechanism
ensures that high-quality pseudo-continuous labels are gen-
erated by training regressors on a carefully selected subset
of the AffectNet dataset. This helps improve the reliability
and accuracy of the continuous labels used in training. The
continuous label mapping mechanism plays a crucial role
in reducing the mismatch between label standards across
different FER datasets. By mapping the continuous labels of
images in the AffectNet dataset to be closer to the standard
continuous labels of the target RAF-DB dataset, we enhance
the alignment between the datasets and improve the overall
performance. Additionally, we leverage multi-task learning
to enhance the learning efficiency and prediction accuracy
of our framework. By jointly training the model on both
discrete and continuous labels, we exploit the complemen-
tary information between these two label types, leading
to improved performance in facial expression recognition
tasks.

We conducted extensive experiments on two widely
used in-the-wild FER datasets, and the results demonstrate
that our DCJT framework achieves state-of-the-art perfor-
mance. By effectively addressing the issue of inconsistent
labels through subset selection, continuous label mapping,
and discrete label relabeling, our framework offers a promis-
ing approach for improving the accuracy and reliability of
facial expression recognition systems in real-world scenar-
ios.
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