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Abstract. In this paper, we propose a multimodal emotion recognition
system that combines the information from the facial, text and speech
data. First, we propose a residual network architecture within the convo-
lutional neural networks (CNN) framework to improve the facial expres-
sion recognition performance. We also perform video frames selection to
fine tune our pre-trained model. Second, while the text emotion recogni-
tion conventionally deal with the clean perfect texts, here we adopt an
automatic speech recognition (ASR) engine to transcribe the speech into
text and then apply Support Vector Machine (SVM) on top of bag-of-
words (BoW) features to predict the emotion labels. Third, we extract
the openSMILE based utterance level feature and MFCC GMM based
zero-order statistics feature for the subsequent SVM modeling in the
speech based subsystem. Finally, score level fusion was used to combine
the multimodal information. Experimental results were carried on the
CCPR 2016 Multimodal Emotion Recognition Challenge database, our
proposed multimodal system achieved 36 % macro average precision on
the test set which outperforms the baseline by 6 % absolutely.

Keywords: Multimodal emotion recognition · Residual network ·
Speech recognition · Text emotion recognition

1 Introduction

A computer with powerful emotion recognition intelligence has a wide range
of applications, such as human-computer interaction, psychological research,
video recommendation services, etc. Although there are many existing works
on this topic, understanding human emotion precisely is still a challenging task
for researchers. First, signals from multiple modalities provide complementary
information about emotion states. How to make full use of this information to
make an accurate decision has been a difficult point. Second, there are many
variances in the emotion datasets, such as age, gender, identity, background,
etc. Third, human emotion can be characterized in the continue Valence-Arousal
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space [1]. Labelling the data with categorical classes can result in ambiguous and
inconsistent labels among multiple evaluators.

Although there remain a number of difficulties in solving the emotion recog-
nition problem, many existing works have been proposed to improve the perfor-
mance. Many of those early works focus on single modality or “lab-controlled”
environments [2,3]. Recent works on emotion recognition mainly focus on recog-
nizing the emotional states in more real and spontaneous environments with
multimodal signals [4]. In this paper, we first utilize three emotion recognition
subsystems that analyzing video, text, and speech signals, respectively. Then
we fuse these three subsystems on the score level to further enhance the perfor-
mance.

For the video based subsystem, traditional approaches are based on hand-
engineered features, such as Local Binary Pattern (LBP) [5] and Local Binary
Patterns on Three Orthogonal Planes (LBP-TOP) [6] features. They are proved
to work well on certain datasets, but lack the generality on other datasets [7].
Recently, deep learning methods have achieved state-of-the-art results in many
computer vision tasks [8,9]. Therefore, researchers also start to apply the deep
learning methods on the emotion recognition task [10]. In this paper, we propose
a residual network [11] architecture within the convolutional neural networks
(CNN) framework to improve the facial expression recognition performance. In
addition, we also propose a method to select certain video frames to fine tune
our pre-trained model.

For the text based subsystem, some machine learning based methods have
been proposed [12]. Conventionally, in multimodal emotion recognition, the text
emotion recognition mainly deals with perfect texts or manually transcribed sub-
titles while the speech processing focuses on the acoustic features rather than
the semantic meanings of speech utterances. And in recent years, the automatic
speech recognition (ASR) has boomed and been potentially practical with higher
accuracy, which means that the ASR error rate is not the principal detrimen-
tal factor any more. All these factors motivated us to integrate the emotion
recognition on ASR generated text into our system, which contributes to better
practicality and robustness. We use millions of short film subtitles and short
conversation sentences to build a N-gram language model for rescoring the ASR
lattices. And more importantly, we proposed a hierarchical classifier constructed
with two Support Vector Machines to avoid the over fitting problem on small
datasets.

The remainder of the paper is organized as follows. The related works are
explained in Sect. 2. Our proposed methods are described in Sect. 3. Experi-
mental results are presented in Sect. 4 while conclusions and future works are
provided in Sect. 5.

2 Related Works

2.1 The Video Based Subsystem

Convolutional neural networks (CNN) has already generated state-of-the-art per-
formance in a wide range of computer vision fields. Novel modified CNN models
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have also been proposed in recent years, for example, the bottleneck structure
in Residual-Net [11] has been proposed to reduce the number of parameters and
reduce the computational complexity.

Recently, deep learning method is also heavy used in emotion recognition
task. In particular, Yu [10] proposed an innovative voting framework to com-
bine multiple CNN models to get the final decision. In addition, Yu used the
FER [13] dataset to train a model firstly, then fine tune the model on SFEW
[14]. Kahou [15] proposed a hybrid CNN-RNN architecture for facial expression
recognition in video. A CNN model was pre-trained on additional face expres-
sion datasets to extract facial features as the input of a simple recurrent neural
network (RNN) model. He also extracted audio features and activity features
from videos as multiple modalities. Two different fusion strategies were pro-
posed to take advantage of these different modalities, operating on the feature
and decision level, respectively.

2.2 The Text Based Subsystem

Some machine learning based methods for text emotion recognition have been
proposed, such as naive Bayes (NB), maximum entropy (ME) classification and
support vector machine (SVM) [12], which are generally based on bag-of-words
(BoW) model [16] in word-level studies. The emotions or sentiments associated
with topics is based on topic model [17], which introduces an intermediate topical
layer into latent Dirichlet allocation (LDA) [18,19]. In the task of text emotion
recognition, the methods based on BoW model work well on short texts or small
datasets while the methods based on topic model have better performances on
long documents. In this challenge, since the speech utterances are short, we
employ SVM based on BoW feature to handle the multi-class text based emotion
recognition task. Moreover, we adopt a Mandarin ASR system to automatically
decode the speech utterances into text as the input of our text based emotion
recognition system. Some works related to emotion recognition on ASR generated
text have been reported [20]. However, for mandarin, there are very few prior
works on the idea of using automatically transcribed text for emotion recognition
and participating the visual-audio multimodal fusion.

2.3 The Speech Based Subsystem

It has been shown in [21,22] that speech emotion recognition can be modeled
at various levels, such as acoustic, prosodic, phonetic and linguistic levels. Due
to the different aspects of modeling, combining different classification methods
with different features can significantly improve the overall performance. The
openSMILE toolkit [23] has widely been used to perform extraction of utterance
level acoustic and prosodic features followed by the Support Vector Machine
(SVM) for the subsequent classification on the spontaneous short utterances [24].

Despite the openSMILE features, several Gaussian Mixture Model (GMM)
based supervectors have also been proposed as features for paralinguistic speaker
states recognition [25,26]. These supervectors originally were proposed for
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speaker verification and language identification tasks but also performed well
in the paralinguistic challenges. However, when the duration of speech utter-
ance is very short (e.g. less than 2 s), the performance of those supervectors
replyiproceeding13ng on the first-order Baum-Welch statistics (mean supervec-
tor, i-vector, Maximum Likelihood Linear Regression (MLLR) supervector, etc.
[25]) drops as there are not enough feature frames to calculate the sufficient sta-
tistics. The zero-order statistics based posterior probability feature achieves bet-
ter performance in these short duration scenarios with limited training data [25].

It is worth noting that deep learning has been applied on the speech emo-
tion recognition recently [27]. However, due to the lack of large scale mandarin
emotional speech database for model training, in this work we only extract the
conventional openSMILE based utterance level feature and MFCC GMM based
zero-order statistics feature, then use SVM to perform the classification.

3 Methods

The Multimodal Emotion Recognition Challenge (MEC) is part of the 2016 Chi-
nese Conference on Pattern Recognition (CCPR). The task of this competition
is to classify the given audio and video into 8 emotion categories, i.e., “happy”,
“sad”, “angry”, “surprise”, “disgust”, “worried”, “anxious”, and “neutral”. The
dataset is the Chinese Natural Audio-Visual Emotion Database (CHEAVD) [28],
which contains 140 min spontaneous emotional segments extracted from Chinese
movies and TV programs. The 2852 samples are divided into three sets: training
set, validation set and testing set, containing 1981, 243 and 628 clips, respec-
tively. More details about the database and the challenge can be found in [29].
The emotion recognition we built consisted of three subsystems, which are video,
text, and speech based emotion recognition. In this section, we will respectively
explain the methods used in each subsystem in details.

3.1 The Video Based Subsystem

In addition to the video data, the organizers also provide face images extracted
by IntraFace toolkit [30], where the OpenCV’s Viola and Jones face detector is
applied for face detection and initialization of the Intraface tracking library. We
refer to this dataset as CHEAVD-faces. Each video clip contains multiple frames,
but a particular emotion state may only occur in some certain frames. Thus
labeling all frames with the same emotion label will introduce noise. Therefore,
two additional emotion datasets of static images, Facial Expression Recognition
dataset (FER2013) [13] and Static Facial Expression in the wild dataset (SFEW)
[14], were used to pre-train our CNN model. In addition, we do not use all frames
of each competition video clip to fine-tune our model, but select a portion of
frames.
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3.1.1 Pre-processing
Since CHEAVD-faces, FER2013 and SFEW use different face detection and
alignment techniques. Thus we re-aligned all datasets to FER2013 using the
method proposed by Kahou [15]. First, we detected five facial keypoints(left eye
center, right eye center, nose tip, left mouse corner and right mouse corner) for
all images on the FER2013, SFEW, and CHEAVD-faces training set using the
method in [9]. Second, for each dataset we computed the mean shape by aver-
aging the coordinates of keypoints. Third, we use a similarity transformation
between mean shapes to map all datasets to FER2013. Finally, all three dataset
images are preprocessed with standard histogram equalization, followed by nor-
malization with mean and standard deviation. CHEAVD-faces validation and
test sets were mapped using the same transformation learned from the train-
ing set.

3.1.2 The Residual Network Architecture
We pre-train our residual network on the FER+SFEW datasets. Figure 1 shows
an overview of the networks architecture. In our CNN model, the stride of every
convolutional layers is 1. The size of first convolutional filter is 5× 5, and the
number of first convolutional layer’s channels are 64. After the first layer, the size
of each convolutional filer in main branch is 3× 3, the size of each convolutional
filter in another branch is 1× 1. The stride length of each pooling layer is 2, and
the window size for each pooling layer is 3× 3. We use average pooling layer
in our CNN model, because after standard histogram equalization, the global
features of images are more distinct than local features. There are three fully
connected layers at the end. To avoid over-fitting, we add dropout after each
fully connected layer.

3.1.3 Networks Pre-training on FER+SFEW
We use a deep learning library named Keras [31] to pre-train our CNN model
on the FER+SFEW datasets. The stochastic gradient descent (SGD) method
is taken to optimize our loss function. The batch size is set to 128. The initial
learning rate is set to 0.01 while the minimum learning rate is set to 0.0005.

Fig. 1. The residual network for emotion recognition
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The loss and trained network parameters in each epoch are recorded. If the
training loss keeps increasing in more than five consecutive epochs, the learning
rate is reduced by half. We then select the model with the best accuracy on
held-out development data as our pre-train model.

3.1.4 Networks Fine-Tuning on CHEAVD-Faces
The pre-trained model achieved 65.65 % accuracy on the FER test dataset. As
previously stated, as labeling all frames in one video clip with the same emotion
label will introduce noise, we do not use all image frames to fine-tune our model.
Figures 2 and 3 show the method that we use to select training CHEAVD-faces
dataset for model fine-tuning. For each video in CHEAVD training dataset, we
use our pre-trained model to predict all frames of the video. Our pre-trained
model will produce an estimated label of seven emotions categories for every
face image frame that is fed to the model, we select the most common one
as the final label of the video. If the label is different from the ground truth,
we use all the image frames of this video to fine-tune our model. Otherwise,
we selected the frames with estimated labels matching with the ground truth,
discard the frames with estimated labels are different from the ground truth.
What needs illustrating is that since FER and SFEW both have seven categories,
but CHEAVD-faces has eight categories. In this step, we merge the worried
category and anxious category into fear category.

Fig. 2. The estimated label is as same as ground truth

Next we fine-tune our CNN model on the selected training CHEAVD-faces
dataset. As previously stated, these three datasets have different categories.
Therefore, we change the size of last fully connected layer from seven to eight
and only retrain the weights of fully connected layers in the pre-trained model.
Because the macro average precision (MAP) is the final criterion of this compe-
tition, the validation accuracy is based on MAP. We not only record MAP but
also confusion matrix at each epoch. We finally choose the fine-tuning model
with relatively high MAP and relatively balanced confusion matrix. On the test
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Fig. 3. The estimated label is different with ground truth

dataset, our fine-tuned model will produce an estimated label of eight emotions
categories for each face image frame that is fed to the model, we select the most
common one as the final label of the test video clip.

3.2 The Text Based Subsystem

Although some films are dubbed and have subtitles, we recognize the utterances
from speech signals instead of using the existing subtitles. This is for better
practicality and applicability in emotion recognition on any speech signals with-
out word describing data provided. The following paragraphs explain the ASR
procedure on speech signals and emotion recognition on film subtitles.

3.2.1 Speech Recognition on CHEAVD-Audio
We build our Mandarin automatic speech recognition system based on the
KALDI toolbox [34]. To decrease the word error rate in ASR, we crawl about
fifteen million sentences of short film subtitles from the Internet, then a special
N-Gram language model is built with these subtitles and is applied in the ASR
rescoring. To clarify, the subtitles of the movies or TVs in CHEAVD dataset
are not contained in the training set for ASR language model. In order to mea-
sure the performance of our ASR engine, first, we manually transcribe 200 audio
waves provided by CHEAVD dataset into text to form the speech evaluation
data and ground truth. Second, we call the speech recognition service of iFLY-
TEk1 and Microsoft2, as well as our ASR engine to generate three versions of
ASR recognized text. Third, we calculate the word error rate3 as the metric of
speech recognition.

As the experimental results of the validation dataset shown in Table 1, Sect. 4,
the iFLYTEK speech recognition service achieves the best performance among

1 http://www.xfyun.cn/services/voicedictation.
2 https://www.microsoft.com/cognitive-services/en-us/speech-api.
3 https://en.wikipedia.org/wiki/Word error rate.

http://www.xfyun.cn/services/voicedictation
https://www.microsoft.com/cognitive-services/en-us/speech-api
https://en.wikipedia.org/wiki/Word_error_rate
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the three ASR engines and our engine ranks the second. However, the differences
of emotion recognition results on ASR decoded texts, corresponding to ASR
engine of iFLYTEK and our laboratory respectively, are nearly negligible. Thus,
we choose our in-house speech recognition engine in this challenge.

3.2.2 Emotion Recognition on Short Text
Considering the film subtitles are very colloquial and may carry emotional mean-
ings, we extract 267043 short conversations with emotional labels from thousands
of Chinese novels to fit and train the classifier. First, we manually create a dictio-
nary containing a set of adjectives which have emotional tendencies and classify
these adjectives into 36 emotion categories. The set of 8 emotional categories in
the challenge, i.e., “happy”, “sad”, “angry”, “worried”, “anxious”, “surprise”,
“disgust” and “neutral”, is a subset of the 36 categories. Second, we find out
all the conversions which have the structures fulfilling the pattern of “someone
[says] {ADVERB} something”, where ADVERB can be any adverb, to qualify
the verbs such as “say”, “talk”, “speak”, etc. Third, we select the conversation
if the adverb has a strong emotional tendency, and choose the corresponding
adjective as the emotional label of the conversation. Finally, we obtain 267043
conversation sentences with 360 different labels approximately and classify all
conversation sentences into 36 emotional categories according to the dictionary
we built.

We propose a hierarchical classifier constructed with two SVMs to recognize
emotions on the ASR generated text. With the aforementioned conversations
dataset, we calculate the term frequencies as the text feature and train the
first stage SVM classifier, which acts as a tandem feature extractor. For each
utterance ui from the CHEAVD-audio data, either from train dataset, validation
dataset or test dataset, is sent to the first stage SVM classifier to generate a 36-
dimension feature vector Pi = (p0, p2, ..., p35), where pj (0 ≤ j ≤ 35) is the
probability of the cj class in the 36 categories. Furthermore, another backend
SVM classifier is trained with the 36 dimensional tandem features to perform
8-class classification. The flow of emotion recognition on ASR generated text is
shown as Algorithm 1.

In the beginning, we chose the classifiers of NB and SVM respectively and
trained classifiers with BoW feature of the training dataset directly. And then
we predicted the labels of the samples in test dataset. Unfortunately, this yielded
over fitted results. Most of the samples were predicted as “neutral” for the reason
that forty percent of samples in training set are “neutral”. The small sample size
of dataset can also result in over fitting. With the two stage hierarchical SVM
method on ASR generated text, we avoid the over fitting problem and improve
both the accuracy and average macro precision of text emotion recognition.

3.3 The Speech Based Subsystem

Due to the lack of large scale mandarin emotional speech database for model
training, in this work, we only extract the conventional openSMILE based
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Algorithm 1. Flow of emotion recognition on film subtitles
Require:

The datasets of short conversations and its labels, Cs, Lb cs;
The utterances of ASR generated text of train dataset and its labels, U trn, Lb trn;
The utterances of ASR generated text of test dataset, U tst;

Ensure:
The labels of the ASR generated text of test set, Lb tst;

1: Train the text SVM classifier text CLF with Cs, Lb cs;
2: Input U trn and U tst to text CLF , get feature matrix mat trn|U trn|×36 and

mat tst|U tst|×36 respectively;
3: Train another SVM classifier vec CLF with feature matrix mat trn|U trn|×36 and

labels Lb trn;
4: Find the optimal parameters (C, γ) for RBF kernel function with 5-fold cross vali-

dation and grid search;
5: Classify the vectors in test feature matrix mat tst|U tst|×36 via vec CLF , get the

labels of test set Lb;
6: return Lb;

utterance level feature and MFCC GMM based zero-order statistics feature,
then adopt SVM to perform the classification.

The utterance level openSMILE features provided by the challenge organizers
are extracted by openSMILE with the extended Geneva Minimalistic Acoustic
Parameter Set (eGeMAPS) [29].

For each utterance in the training and validation sets, zero-order statistics
feature extraction is performed using the Universal Background Model (UBM)
trained by the training dataset. Given a frame-based MFCC feature xt and the
GMM-UBM λ with M Gaussian components (each component is defined as λi),

λi = {wi,μi,Σi}, i = 1, · · · ,M, (1)

the occupancy posterior probability is calculated as follows,

P (λi|xt) =
wipi(xt|μi,Σi)

ΣM
j=1wjpj(xt|μj ,Σj)

. (2)

This posterior probability can also be considered as the fraction of this feature xt

coming from the ith Gaussian component which is also denoted as partial counts.
The larger the posterior probability, the better this Gaussian component can be
used to represent this feature vector. The zero-order statistics supervector is
defined as follows,

b = [b1, b2, · · · , bM ], bi =
yi
T

=
1
T

ΣT
t=1P (λi|xt), (3)

MGPPfeature =
√

b. (4)

Equation 3 is for calculating the zero-order Baum-Welch statistics and is exactly
the same as the weight updating equation in the expectation-maximization (EM)



716 G. He et al.

algorithm in GMM training. In order to apply Bhattacharyya probability prod-
uct (BPP) kernel [36], we adopt

√
b as our zero-order statistics features [25].

Based on the above mentioned features, we employed the LibLinear toolbox
[35] for the backend linear kernel SVM modeling. To reduce the data imbalance
problem, we set the SVM weight parameter of the ith emotion class as the inverse
ratio of its samples vs the neutral class (#neutral)/(#ithclass). Finally, the
two SVM prediction scores with OpenSMILE features and zero-order statistics
features are linear fused as the outputs of our speech based subsystem.

3.4 Score Level Fusion

Due to the limited amount of training data, we simply employed the weighted
summation fusion approach with parameters tuned by cross validation. When
the evaluation was performed on the testing set of the CHEAVD database, both
the training and validation sets were used for modeling and the weight vector was
exactly the same as the one tuned on the validation set. It is worth noting that
other advanced score fusion approaches, like the logistic regression method in the
popular FoCal toolkit [37], can also be adopted here to increase the performance
which is a topic for our future work.

4 Experiment Results

As classes are unbalanced, this challenge choose macro average precision (MAP)
as the primary measure to rank the results, and secondly the accuracy. The
formula of MAP and accuracy are given in Eqs. 5 and 8, respectively.

macro average precision =
1
s

×
s∑

i=1

Pi (5)

Pi =
TPi

TPi + FNi
(6)

Ri =
TPi

TPi + FPi
(7)

accuracy =
∑s

i=1 TPi∑s
i=1(TPi + FNi)

(8)

In these four formulas, s represent the number of the emotion labels. FPi, FNi

TPi represent the number of false positive , the number of false negative and the
number of true positive in the ith emotion class, respectively. Pi is the precision
of the ith emotion class and Ri is the recall of the ith emotion class [29].

The Table 1 presents the word error rate and emotion recognition result on
validation dataset. The ASR engine of iFLYTEK has the lowest word error rate
and our engine ranks the second. As for the accuracy and MAP, we get the
similar emotion recognition result on the text generated by ASR of iFLYTEK
and ours respectively.
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Table 1. Word error rate and emotion recognition results of validation set

Our tools iFLYTEK API Microsoft API

Word error rate 32.26 % 24.78 % 47.94 %

Emotion accuracy 40.1 % 40.2 % 38.8 %

Average macro precision 46.4 % 45.8 % 42.9 %

There are 1981, 243 and 628 samples in the train, validation and test dataset
respectively in this challenge. We use 10-folder cross-validation method to select
our model. Since the validation dataset is very unbalanced, we find that the
performance on validation dataset does not have representativeness. But the
test dataset is relatively balanced, we only compare our system with the baseline
system on the test dataset.

The Table 2 lists the accuracy and MAP of our system and the baseline
system. In each subsystem, our methods are better than the baseline. And the
fusion system gives 29.93 % classification accuracy and 36.42 % MAP, which has
the best recognition rate. It shows that our fusion method can truly improve the
performance.

Table 2. Comparison of baselines and our result

Accuracy(%) MAP(%)

Baseline-1 Baseline-2 Our result Baseline-1 Baseline-2 Our result

Video 19.59 21.02 27.38 34.28 30.41 36.56

Text 27.10 33.84

Audio 24.36 21.91 26.11 24.02 20.48 25.98

Fusion 24.52 21.18 29.93 24.53 30.63 36.42

The Figs. 4 and 5 show the confusion matrices of our system and the base-
line system respectively. In the baseline system, the video and audio subsystem
confusion matrices are very unbalanced. Such as, for audio confusion matrix of
the baseline system, the precision and recall of disgust and worried categories
are both 0 %. The precision of angry and anxious categories are both 100 %, but
the recall of angry and anxious are 9.80 % and 0.97 % respectively. But for our
audio confusion matrix, none of the precision or recall of these categories is 0 %
or 100 %. Therefore, our system is much more robust than the baseline system.
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Fig. 4. Our system Fig. 5. Baseline system

5 Conclusion

In this paper, we propose a multimodal emotion recognition system that com-
bines the information from the facial, text and speech data. The residual net-
work architecture within the CNN framework and video frames selection for
fine tuning can significantly improve the facial expression recognition perfor-
mance. We extract the openSMILE based utterance level feature and MFCC
GMM based zero-order statistics feature for the subsequent SVM modeling in
the speech based subsystem and these two features are complimentary. For the
ASR decoded text subsystem, the hierarchical classifier constructed with SVMs
performs well and provide a new idea to avoid over fitting on short texts and
small dataset. In this challenge, our multimodal system achieves better macro
average precision in comparison to baseline, which proves its effectiveness.
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