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Abstract—Electrolarynx (EL) is a speaking-aid device that
helps laryngectomees who have their larynx removed to generate
voice. However, the voice generated by EL is unnatural and
unintelligible due to its flat pitch and strong vibration noise.
Targeting these challenges, previous works show that the elec-
trolaryngeal speech can be enhanced using Gaussian Mixture
Model (GMM) based voice conversion (VC). Although effective
in improving the naturalness, it degrades the intelligibility of the
converted speech. To address this issue, we propose a hybrid
approach using both Non-negative Matrix Factorization (NMF)
and GMM methods. For better intelligibility, we apply the
NMF to estimate the high quality spectral features. For better
naturalness, we use the GMM with dynamic trajectory constraint
to recover a smoothed Fjy. Additionally, to suppress the EL
vibration noise, we include the 0" MCC coefficient in the
GMM-based VC. The proposed method significantly increases
the F; dynamic range, reduces vibration noise, and improves
both speech naturalness and intelligibility. One hundred pairs of
the normal and electrolaryngeal speech in daily mandarin are
recorded as our evaluation data. Experimental results show that
our proposed hybrid method reduces the mel-cepstral distortion
byl7.1 dB and increases the Fp correlation coefficient to 0.54.

I. INTRODUCTION

Speech is one of the most convenient and important media
for people to communicate with each other. However, patients
undergoing laryngectomy who get their vocal folds removed
still have difficulties to speak [1]. They need to use an aux-
iliary device to generate voice without vocal folds vibration.
Electrolarynx (EL) is one of the most commonly used device
for voice rehabilitation [2]. When a laryngectomee tries to
speak, he holds the EL against his low jaw, and as EL vibrates,
mechanical energy will be transmitted to the speaker’s oral
cavity and make the inside air flow. Then as tongue tip, tongue
body and mouth articulate, voice is generated. Although EL
is effective for laryngectomees to generate voice, there are
multiple points that could be further improved.
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First, EL drives vibrator with the same cycle, so the pitch
of EL speech is static, which makes the generated voice
unnatural. Second, the strong vibration noise generated by EL
affects the speech signal to noise ratio. Third, laryngectomees
lose their unique voice, and are only able to produce non-
human-like voice.

To address these challenges, multiple works have been done
on electrolaryngeal speech enhancement [3-7]. Among these
proposed methods, there are two main approaches. One is
to improve the voice quality by noise reduction [3-4], and
the other one is to modify the voice’s spectral parameters by
statistical voice conversion (VC), such as Gaussian Mixture
Model (GMM) [5-7]. The former one could not significantly
improve the naturalness since it keeps FO contour unchanged.
On the other hand, although VC technique improves natu-
ralness, it suffers degradation in intelligibility, which is a
common problem for GMM-based VC [5].

In order to improve the naturalness of EL speech while
minimizing intelligibility degradation, we propose a hy-
brid approach using both Non-negative Matrix Factorization
(NMF) and GMM methods. To improve the naturalness, we
adopt GMM with dynamic trajectory constraint to estimate a
smoothed Fj. And to minimize the intelligibility degradation,
we apply NMF to estimate the high quality spectral features.
Furthermore, to suppress the EL vibration noise, we also
include the 0** MCC coefficient in the GMM-based VC.

We conduct both objective and subjective experiments for
evaluation, and the results show that the proposed hybrid
method outperforms the GMM VC baseline in both naturalness
and intelligibility of the EL speech.

II. METHODS

In this section, we first introduce two typical VC ap-
proaches: GMM-based and NMF-based VC. Then we propose
our hybrid method building on top of these two techniques.
The schematic diagram of our method is shown in Figure 3.

A. GMM-based Voice Conversion

1) Basic conversion process: GMM is one of the most
widely used statistical approaches in voice conversion [8-11].
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Fig. 1. The basic framework of GMM-based VC
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Fig. 2. The basic framework of NMF-based VC

It includes two phases: training phase and conversion phase,
as shown in Figure 1.

In the training phase, two speakers utter the same sentences
as the parallel training data. Then the low-dimensional fea-
ture sequence pair is time-aligned by dynamic time warping
(DTW) to construct the joint vectors. After that, the joint
probability density of the source and target feature vectors
are trained by GMM.

In the conversion phase, given the input source feature, the
converted feature is determined by maximizing the likelihood
of the conditional probability density of the target feature.

2) Challenges: While GMM is good at estimating the
output target feature vectors even if the input source feature
vectors are not included in the training data, it discards spectral
details to model the average properties of the spectra [5].
Since the estimated features tend to be over-smoothed, intelli-
gibility degradation occurs in the converted voice. Moreover,
since low-resolution feature such as mel-cepstrum coefficients
(MCCs) are usually used to reduce the computational com-
plexity in statistical VC, spectral details are further reduced.

B. NMF-based Voice Conversion

1) Basic conversion process: In recent years, exemplar-
based sparse representation has attracted great interest in signal
processing [11-12], and non-negative matrix factorization [13],
which is based on this idea, has shown significantly success
among voice conversion techniques [14]. The basic idea is to
represent the spectral features as a liner combination of a set
of exemplars, namely dictionary, as shown in Figure 2.

In the training phase, source and target exemplars are
extracted from the aligned parallel training data. In the con-
version phase, the input data is decomposed with the source
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Fig. 3. The schematic diagram of the hybrid method

dictionary and corresponding activation vectors. Then the ac-
tivation vectors are copied as the target activation vectors and
multiplied by the target dictionary to generate the converted
data.

2) Challenges: Although NMF-based VC allows to manip-
ulate the high-dimensional spectrum features directly without
any spectral information loss, it converts the Fp through
simple normalization based on the mean and covariance of
the source and target Iy [11]. However, Chinese Mandarin is
characterized as a tonal language, in which pitch matters in
semantic understanding. Since EL can only produce flat pitch
due to its fixed vibration frequency, which makes the Mandarin
EL speech difficult to understand and sound like non-human.

C. Our Hybrid Method

1) NMF-based VC for accurate spectral parameters: To
maintain the intelligibility of converted speech, we use NMF
to extract the spectrum features of the EL speech. To build
the source and target dictionaries, it contains the following
five steps: Obtain the 24-dimensional MCCs (exclude the Oth
coefficient) from the source and target speaker base on the
mel-cepstral analysis [15]. Perform DTW on the MCCs and
record the alignment. Extract the 513-dimensional spectrum by
STRAIGHT [16]. Align the source and target spectrum based
on the alignment. Apply NMF to the aligned source and target
spectrum features and obtain their dictionaries.

During conversion, we decompose the input data based on
the source dictionary. Since the source dictionary and target
dictionary are time-aligned, we can assume that the activation
vectors are approximately equivalent. So we copy the source
activation vectors to the target activation vectors and multiply
them with the target dictionary X ~ W H, where X is the
converted spectrum; W 1is the target dictionary and H is
the activation vectors shared by source dictionary and target
dictionary.

2) GMM-based VC for smoothed FO contour: In the basic
NMF-based VC, the converted Fj is just a shift and scale
of the source Fj based on its mean and variance. In EL
speech, however, since the FO is not dynamic, simple shift and
normalization of FO doesn’t work. So we consider a GMM-
based technique with dynamic trajectory constraint [8] for a
smoothed and dynamic F{, estimation. The training data is a
joint vector of source dynamic MCCs and target dynamic Fj ,
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Fig. 4. The construction of features to extract Fp and the 0t MCC coefficient

as shown in Figure 4(a). Then, the joint probability density of
the source and target feature parameters are trained by GMM.

During conversion, the input feature vectors are constructed
in the same way, and through maximizing the likelihood of
the conditional probability density of the target feature, we
can estimate a varied Fj contour. Although the proposed
hybrid method of NMF for spectrum and GMM for Fj is
better than the basic GMM-based VC for MCCs and Fy,
the improvement of speech intelligibility is not obvious. It
is because the EL speech contains vibration noise which is
resident in the spectrum. So to further improve the speech
intelligibility, we proposed another technique to reduce the
EL vibration noise based on VC, as described below.

3) Considering the 0" MCC coefficient: The 0" MCC
coefficient is usually discarded in GMM-based VC because it
contains the energy information and may bring adverse effect
to the model [8][11]. However, in EL speech, the EL will
generate vibration noise, which is captured by the 0" MCC
coefficient. Therefore, to correctly restore the EL speech, we
cannot just adopt this coefficient of the input data as we always
do in basic GMM-based VC. So we proposed to estimate the
0! MCC coefficient by an additional GMM. The training
data construction is shown in Figure 4(b). It is similar to Fj
extraction construction, where the only difference is that we
use the target’s 0" MCC coefficient instead of the target .
As for the NMF-based VC that we propose before, we further
suggest to normalize the spectrum with this coefficient. The
modified NMF-based VC is evaluated in the experiments.

III. EXPERIMENTAL RESULTS
A. Experiments Setup

In our experiments, the source speaker and the target
speaker are the same person who is a Chinese female graduate
student with 23 years old. She records one hundred mandarin
daily sentences both in a normal way and in a special
alaryngeal way with a EL device. In an alaryngeal way we
mean that she learns to use EL to generate voice without
vocal fold vibration. The EL is manufactured by Huzhou
Tianchou medical machinery Co. Ltd. We conduct 10-fold
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cross validation tests where 90 utterance pairs are used for
training while the remaining 10 utterance pairs are used for
validation. The sampling frequency is set to 16kHz.

The mel-cepstral coefficients and the FO contours are used
as features in the GMM-based model, while the spectrum and
the FO contour are used in the NMF-based model. STRAIGHT
analysis and synthesis method [16] is performed to extract the
spectrum from the input voice and convert back to voice given
a new spectrum. Mel-cepstral analysis [15] is applied to obtain
the 25 mel-cepstral coefficients, while the Oth coefficient
which captures the vibration noise is considered separately
with other 24 mel-cepstral coefficients. The window length and
shift length are set to 25 ms and 5Sms separately. The number
of mixture components of the GMMs used to estimate spectral
parameters is 128. The size of NMF dictionary is set to 100.

10,/2528 (c;mef — cie0)?
In10

1
MCD(dB) = ?zle ¢))

In the objective evaluation, the Mel-Cepstral Distortion (MCD)
is used to measure the MCC conversion accuracy. where ¢;"¢/
and ¢;°°V are the i*"* coefficient of the reference target and the
converted MCCs; T is the total number of frames. To evaluate
the accuracy of Fy and the 0" MCC coefficient, we use the
correlation coefficient between the reference target parameters
and the converted parameters.

In the subjective evaluation, 6 listeners independently eval-
uate the voice quality in terms of naturalness, intelligibility
and similarity, using 5-point scale: 1-bad, 2-poor, 3-fair, 4-
good, and 5-excellent. Seven tests are given: 1) original EL
speech (EL), 2) the converted speech based on basic GMM
(GMM+F0) 3) the converted speech based on GMM with
considering the Oth MCC coefficient (GMM+F0+0th), 4) the
converted speech based on basic NMF with simple scale
normalization of FO (NMF+F0 norm), 5) the converted speech
based on NMF for spectrum and GMM for FO (NMF+F0),
6) the converted speech based on NMF with considering the
energy (NMF+F0+0th), 7) the laryngeal target speech (TG).

B. Objective results

Table I shows the results of the mel-cepstral distortion
(MCD). As you can see from the table, the basic GMM-based
VC can decrease the MCD of the input EL speech by 6.28
(dB). After considering the 0" MCC coefficient, the MCD is
further decreased by 0.82 (dB). As for the basic NMF-based
VC, the MCD is bigger than that of basic GMM-based VC. It
is reasonable because GMM directly takes MCCs as features
while NMF takes spectrum as features [11]. Although it is
incomparable in terms of MCD, you can see a trend in the
NMEF-based method that NMF with considering the Oth MCC
coefficient is better than the basic NMF approach.

Moreover, the F, and the 0 MCC correlation coefficients
against the reference are also shown in Table I. We can see
that the original F{, correlation coefficient is 0.0035 since there
is little correlation between the constant pitch of EL speech
and dynamic normal speech. It shows that the traditional
Fy conversion approach with liner normalization is not quite
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TABLE I
MEL-CEPSTRAL DISTORTION, F) CORRELATION COEFFICIENT AND
0" M C'C CORRELATION COEFFICIENT OF DIFFERENT METHODS

Method MCD(B) [ Fy, | 0*"MCC
No Conversion 13.62 0.0035 0.46
Basic GMM+F0 7.34 \ \
GMM + FO+0th 6.52 \ \
Basic NMF+F0 Nor 10.49 \ \
NMF + Oth 9.11 \ \
FO scale normalization \ 0.074
GMM-based F0/Oth conversion \ 0.5432 0.8451

useful in EL speech since the correlation coefficient is only
0.0749, and our proposed GMM-based Fj estimation can
obtain a 0.54 correlation coefficient. As for the 0" MCC,
we improve the correlation coefficient from 0.46 to 0.84. This
high correlation significantly helps to remove the vibration
noise in the EL speech.

C. Subjective results

Table II shows the mean opinion score (MOS) for each
method. Results show that all methods yield improvements
in terms of naturalness compared to the original EL speech,
among which the highest relative improvement is 47%.

The proposed GMM-based and NMF-based VC considering
the Oth MCC coefficient (GMM+F0+0th, NMF+F0+0th) both
outperform the basic GMM and NMF methods (GMM-+F0,
NMF+F0 norm), while GMM+F0+0th slightly outweighs
NMF+ F0+0th. Also, the proposed NMF+FO is better than the
basic NMF+F0 norm, which shows that a dynamic FO contour
contributes to better naturalness. The results indicates that the
proposed GMM+ FO+0th is highly effective for improving the
naturalness of EL speech.

Furthermore, the proposed NMF+ F0+0th outperforms all
other methods in terms of intelligibility. There is a notable
intelligibility improvement when considering the 0* MCC
coefficient than the F{; contour, which means that the vibration
noise has more significance to EL speech intelligibility than
the dynamic FO contour. Table II also shows that all methods
greatly improve the similarity than the original EL speech.
The GMM-based VC is better than NMF-based VC in terms
of similarity. It is also observed that both F{y contour and the
0" MCC coefficient can affect the speech similarity.

The MOS results demonstrate that the proposed
GMM+F0+0th improves the naturalness and similarity but
degrades the intelligibility; while the proposed NMF+F0+0th
improves naturalness, intelligibility as well as similarity.

IV. CONCLUSION AND FUTURE WORKS

In this paper, we propose a hybrid method for mandarin
electrolaryngeal voice conversion based on both GMM-based
and NMF-based VC. The experimental results show that when
using the NMF-based VC to extract high quality spectrum
information, adopting the GMM-based VC to estimate a
dynamic F{ contour, and considering the energy information
in the 0" MCC coefficient, we can improve the naturalness
as well as the intelligibility in EL speech. In the future, we
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TABLE I
THE RESULT OF MEAN OPINION TEST ON NATURALNESS, INTELLIGIBILITY
AND SIMILARITY

System Naturalness | intelligibility | similarity
EL 1.42 2.75 0.75
GMM+F) 2.47 2.61 2.7
GMM+Fy+0tP MCC 2.69 2.70 3.28
NMF+Fynorm 2.32 2.52 2.64
NMF+Fj 2.38 2.59 2.75
NMF+Fp+0tP M CC 2.63 2.85 3.01

Target 5 5 5

will try to convert EL speech from different speakers, and to
improve the accuracy of F' and spectrum estimation for better
naturalness, intelligibility and similarity.
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