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Abstract—The current success of deep learning largely benefits from the availability of large amount of labeled data. However, collecting a large-scale dataset with human annotation can be expensive and sometimes difficult. Self-supervised learning thus attracts many research interests to train models without labels. In this paper, we propose a self-supervised learning framework for speaker recognition. Combining clustering with deep representation learning, the proposed framework generates pseudo labels that are highly correlated to ground truth. Also, experimental analysis shows that the proposed framework outperforms a fully supervised audio-based system with an equal error rate (EER) of 1.5%. When training with additional visual modality, the EER further reduces to 1.8%, which is only 20% higher than VoxCeleb 1. When training with additional visual modality, the proposed framework outperforms previous works with self-supervision by an equal error rate of 2.8% on the original test trials of the development set of VoxCeleb 2. Our proposed framework achieves results that show our proposed iterative self-supervised learning framework outperforms previous works with self-supervision by large margins. Training with single modal audio data and multi-modal audio-visual data. For audio-visual data, audio and visual representation encoders are employed to learn representations of the corresponding modality. A cluster ensemble algorithm is used to fuse the clustering results of the two modalities. The complementary information in multi-modalities ensures a robust and fault-tolerant supervisory signal for audio and visual representation learning. Experimental results show that our proposed iterative self-supervised learning framework outperforms previous works with self-supervision by large margins. Training with single modal audio data and the development set of VoxCeleb 2, our proposed framework achieves an equal error rate (EER) of 2.8% on the original test trials of VoxCeleb 1. When training with additional visual modality, the EER further reduces to 1.8%, which is only 20% higher than the fully supervised audio-based system with an EER of 1.5%. Also, experimental analysis shows that the proposed framework generates pseudo labels that are highly correlated to truth labels.

Index Terms—Self-supervised learning, self-labeling, clustering, speaker recognition, audio-visual data

I. INTRODUCTION

REPRESENTATION learning is to extract useful information of perceptual data such as audio, image, or video when building classifiers or other predictors [?]. Over the past decade, deep learning has facilitated representation learning by training deep neural networks (DNN) with massive labeled data. For example, in speaker recognition, a DNN is trained to map audio data to a discriminative feature space by classifying speakers in training data. Under this deep learning setup, a large-scale dataset is required to obtain great model generalizability and discriminative representation space. However, manually annotating labels for a large-scale dataset is expensive and sometimes difficult. Learning from unlabeled data can significantly reduce the cost of developing machine learning models for new applications. Self-supervised learning thus emerges as an increasingly popular framework to train models without labels.

Self-supervised learning aims to design pretext or proxy tasks for DNNs to learn model parameters without annotated data [?]. For example, in natural language processing, a proxy task can be predicting the next or a randomly masked element of a sequence [?]. In visual representation learning, most proxy tasks fall into two classes: generative or discriminative. Generative approaches learn to generate or model pixels in the image space. Examples include colorizing images [?], solving jigsaw puzzles [?], predicting the patch context [?], predicting rotations [?], inpainting patches [?], and so on. Recently, discriminative approaches based on contrastive self-supervised learning (CSL) emerge and show promising results in visual representation learning [? ? ?]. It performs instance discrimination for the unlabeled data and learns the representation using metric learning-based objectives similar to supervised learning methods [? ]. Typically, self-supervised learning with pretext tasks is used as a pre-training method for other downstream tasks.

As an alternative, self-labeling using self-supervised learning aims at learning a deep neural network together with discovering the data labels [? ? ]. Self-labeling algorithms can be viewed as a combination of feature learning with clustering. Starting from the randomly initialized feature representation, the clustering algorithm derives pseudo labels as the supervisory signal iteratively and updates network parameters. Since self-labeling methods rely on the initial feature representations of the network, they are sensitive to the initialization of network parameters [? ].

In our previous work on self-supervised speaker representation learning [? ], we proposed a two-stage iterative labeling framework. In the first stage, contrastive self-supervised learning (CSL) pre-trains the speaker embedding network. CSL allows the network to learn a meaningful representation for the first clustering round instead of random initialization. The second stage is an iterative process of clustering and representation learning. A clustering algorithm generates pseudo labels of the training data with the learned speaker representation, and the network is trained with these labels in a supervised manner. The clustering algorithm can discover the intrinsic structure of the representation of the unlabeled data.
data, providing meaningful supervisory signals compared to contrastive learning, which draws negative samples uniformly from the training data without label information. The idea behind the proposed framework is to take advantage of the DNN’s ability to learn from data with label noise and bootstrap its discriminative power. Different from other works on self-labeling using self-supervised learning [? ? ?], our method decouples clustering and representation learning: representation is trained until converged before clustering.

While the evaluation phase of speaker recognition only allows audio data, multi-modal audio-visual data can be used for training. The usage of the additional modality could be beneficial for representation learning since different modalities contain complementary information. In this work, we extend the iterative labeling framework to multi-modal audio-visual data. Specifically, a visual encoder is added to learn face representations from the visual modality. Clustering on the representations of the multi-modal data gives pseudo labels from the audio and the visual modality. We employ a cluster ensemble algorithm to fuse the pseudo labels from different modalities. This fused pseudo label is then used to train both audio and visual encoders. With the clustering ensemble algorithm, information in one modality can flow to the other, and confirmation bias in self-training within a single modality is avoided.

We evaluate our proposed framework on the Voxceleb [? ? ?] dataset. Experimental results show that the proposed self-supervised framework outperforms prior works by large margins in both single and multiple modality settings. Also, our method is capable of labeling the video data with high accuracy.

The key contributions of this work are summarized as follows:

1) We develop an iterative framework for self-supervised speaker representation learning using single modal audio data. The framework generates pseudo labels that are highly correlated to ground truth labels.
2) We extend the proposed self-supervised learning-based speaker recognition framework to audio-visual training data. The multi-modal information helps to generate more meaningful pseudo labels compared to a single modality.
3) The proposed framework greatly shrinks the performance gap between self-supervised and fully supervised speaker recognition. Our method obtains the best speaker recognition performance among published literature under a self-supervised setting to the best of our knowledge.

II. RELATED WORKS

A. Deep speaker recognition

Automatic speaker recognition analyzes a given speech and recognizes the speaker’s identity using signal processing and pattern recognition algorithms. Over the past few years, deep learning methods have greatly improved the performance of speaker recognition systems [? ? ?]. In general, speaker recognition, especially speaker verification, is evaluated under the open-set setting, where speakers in the testing set are different from those in the training set. Therefore, the goal of a speaker network is to learn discriminative representations from the training speakers. It is common to train a speaker classification network and extract the speaker representation from the output of the intermediate layer.

Typically, a deep speaker framework consists of three parts: a frame-level local pattern extractor, an utterance-level encoding layer, and a fully connected layer. A local pattern extractor learns speaker representation from the spectral feature sequence of varying lengths, producing a frame-level representation. Common network architectures for local pattern extractor lie in two categories: time-delayed neural network (TDNN) [? ? ?] and convolutional neural network (CNN) [? ? ?]. TDNN is actually 1-dimensional CNN with a 1-dimensional kernel whose receptive field covers the whole frequency axis in one time frame of the time-spectral feature map. The encoding layer encodes the frame-level sequence into an utterance-level representation. The most common encoding method is the average pooling layer [? ], which aggregates the mean or (and) standard deviation statistics from the frame-level representation. Other encoding layers include attentive pooling layer [? ? ], learnable dictionary encoding layer [? ? ], and dictionary-based NetVLAD layer [? ? ]. After that, fully connected layers take the utterance-level representation as an input to further abstract the speaker information and classify the training speakers.

B. Audio-visual speaker recognition

Because of the complementary nature of audio and visual data, audio-visual biometrics methods have drawn attention in the research community. Several fusion strategies have been proposed at different stages of model training, i.e., early, middle and late fusion. Early fusion takes audio features and visual images as joint input and generates joint representation containing multi-modal information [? ]. Middle fusion combines audio and visual representations after the independent encoding of the two modalities [? ? ? ? ]. Late fusion performs score fusion of uni-modal systems from different modalities [? ].

Audio-visual learning based on fusion strategies generally requires multi-modal data at both the training and evaluation phases. As an alternative, the cross-modal method allows greater flexibility for unimodal testing. The basic idea of cross-modal method is to map data from multi-modalities into a shared latent feature space and achieve cross-modal retrieval [? ? ? ? ].

C. Self-supervised speaker representation learning

Proxy tasks for self-supervised speaker representation learning fall into generative and discriminative methods. Stafylakis et al. [? ] propose to learn speaker representation via reconstructing the acoustic features of a target speech, given the decoded phone sequence and the inferred speaker representation of another speech segment from the same utterance. Although speaker label is not required, this method employs a phone decoder trained with supervision and is not strictly self-supervised.
Fig. 1: The proposed iterative framework for self-supervised speaker representation learning.

Discriminative approaches based on contrastive learning have recently shown promising results [? ? ?]. To learn speaker representations that are invariant to channel variabilities, multiple methods such as augmentation adversarial training [? ? ?], equilibrium learning [? ? ?], and channel-invariant training [? ? ?] are proposed.

In this work, we take a step further beyond contractive self-supervised learning. A clustering algorithm is used to discover the intrinsic structure of the representation of the unlabeled data and generate pseudo labels to learn the representation encoder discriminatively.

D. Self-supervised multi-modal representation learning

Audio-visual self-supervised representation learning utilizes the video data’s multi-modal information, i.e., images and sound, to learn representations. Given the audio and visual streams, semantic correspondence [? ? ? ? ? ? ? ?] and synchronized timing of content [? ? ?] are commonly used as a supervisory signal in the existing literature. Other works perform within-clip sound localization [? ? ?] or audio-separation [? ? ?] using this multi-modal information. Also, the cross-modal semantic correspondence has been leveraged in the application of speaker/person representation learning [? ? ?].

This paper focuses on using single modal audio data or multi-modal audio-visual data to learn speaker representation under a self-supervised setting. Also, the testing data only contains audio signals. Our goal is to obtain pseudo labels for an unlabeled dataset using the multi-modal information and bootstrap the discriminative power of the representation encoders for both audio and visual modalities. Since the multi-modal data is only used to discover the supervisory signal for model training, multi-modal data is not necessarily required at the testing phase.

E. Self-supervised track of VoxSRC

The VoxCeleb Speaker Recognition Challenge (VoxSRC) has been held since 2019 annually to: (i) promote new research in speaker recognition; (ii) evaluate the current state of the art through public evaluations; and (iii) provide open-source data that can be used by the research community [? ? ?]. In 2020, VoxSRC developed the new track of self-supervised speaker verification. The challenge dataset [? ? ?] is a multi-modal dataset, both audio and visual modalities are allowed for system development in the self-supervision track.

The proposed two-stage iterative labeling framework in this paper was submitted in VoxSRC 2020 (single modality system) [? ? ?] and VoxSRC 2021 (multi-modality system) [? ? ?]. A similar iterative framework based on single modality of audio data was also developed by Thienpondt et al. in VoxSRC 2020 [? ? ?]. In VoxSRC 2021, participants developed their systems based on the two-stage framework with single modality of audio data. Two improvements from two different teams are highlighted here:

1) In [? ? ?], a non-contrastive self-supervised method, distillation with no labels (DINO), is used as the initial model. This new method is shown to outperform the previous contrastive learning method.
2) In [? ? ?], two parallel branches of neural network are trained with different data augmentation setups. The pseudo labels generated by different branches are exchanged for the next round of training.

III. ITERATIVE LABELING FRAMEWORK FOR SELF-SUPERVISED SPEAKER REPRESENTATION LEARNING

This section describes the proposed iterative labeling framework for self-supervised speaker representation learning. We illustrate the proposed framework in figure [1].

- Stage 1: contrastive training
  - Train an audio encoding network with contrastive self-supervised learning.
  - With this encoding network, extract representations for the whole training data. Perform a clustering algorithm on these representations to generate pseudo labels.
- Stage 2: iterative clustering and representation learning
A. Contrastive self-supervised learning

We employ the contrastive self-supervised learning (CSL) framework similar to the framework in [2, 3] to learn an initial audio representation. Let \( D = \{x_1, \ldots, x_N\} \) be an unlabeled dataset with \( N \) data samples, CSL assumes that each data sample defines its own class and perform instance discrimination. During training, we randomly sample a mini-batch \( B = \{x_1, \ldots, x_M\} \) of \( M \) data points from \( D \). For data point \( x_i \), two different audio segments are randomly cropped from the original audio before data augmentation. Then stochastic data augmentation is performed to generate two correlated views, i.e., \( \hat{x}_{i,1} \) and \( \hat{x}_{i,2} \), resulting in \( 2M \) data points in total for a mini-batch. \( \hat{x}_{i,1} \) and \( \hat{x}_{i,2} \) are considered as a positive pair and other \( 2(M-1) \) data points \( \{\hat{x}_{i,k}| j \neq i, k = 1, 2\} \) are negative examples for \( \hat{x}_{i,1} \) and \( \hat{x}_{i,2} \).

During training, a neural network encoder \( \Phi \) extracts representations for the \( 2M \) augmented data samples,

\[
z_{i,j} = \Phi(\hat{x}_{i,k}), \quad k \in \{1, 2\}
\]

After that, contrastive loss identifies the positive example \( \hat{x}_{i,1} \) (or \( \hat{x}_{i,2} \)) among the negative examples \( \{\hat{x}_{j,k}| j \neq i, k = 1, 2\} \) for \( \hat{x}_{i,1} \) (or \( \hat{x}_{i,2} \)). We adapt the contrastive loss from SimCLR [2] as:

\[
\mathcal{L}_{\text{CSL}} = \frac{1}{2M} \sum_{i=1}^{M} (l_{i,1} + l_{i,2})
\]

\[
l_{i,j} = -\log \frac{\exp(\cos(z_{i,1}, z_{i,2})/\tau)}{\sum_{k=1}^{M} \sum_{l=1}^{2} \delta_{k \neq i} \exp(\cos(z_{i,j}, z_{k,l})/\tau)}\]

where \( \delta \) is an indicator function evaluating 1 when \( k \neq i \) and \( l \neq j \), \( \cos \) denotes the cosine similarity and \( \tau \) is a temperature parameter to scale the similarity scores. \( l_{i,j} \) can be interpreted as the loss for anchor feature \( z_{i,j} \). It computes positive score for positive feature \( z_{i,(j+1)\text{mod}2} \) and negative scores across all \( 2(M-1) \) negative features \( \{z_{i,j}| k \neq i, j = 1, 2\} \).

The encoder encodes the audio segments at the utterance level; thus, the learned representation may contain variability factors of semantic content, speaker identity, channel, and language all together. Since the contrastive loss performs instance discrimination for two segments in an utterance, the variability factor of semantic content, which varies in different segments, may be reduced. Other unwanted variabilities such as channel and language, which remain unchanged to varying segments within an utterance, may still be preserved in the learned representation.

- Train a new encoding network with a classification layer and cross-entropy loss using the generated pseudo labels.
- With the new encoding network, extract representations and perform clustering to generate new pseudo labels.
- Repeat stage 2 with limited rounds.

B. Generating pseudo labels by clustering

1) K-means clustering: Given the learned representations of the training data, we employ a clustering algorithm to generate cluster assignments and pseudo labels. In this paper, we use the well-known k-means algorithm because of its simplicity, fast speed, and capability with a large dataset.

Let the learnt representation in \( d \)-dimensional feature space \( z \in \mathbb{R}^d \), k-means learns a centroid matrix \( C \in \mathbb{R}^{d \times K} \) and the cluster assignment \( y_i \in \{1, \ldots, K\} \) for representation \( z_i \) with the following learning objective

\[
\min_{C} \frac{1}{N} \sum_{i=1}^{N} \min_{y_i} \|z_i - C_{y_i}\|_2^2
\]

where \( C_{y_i} \) is the \( y_i^{th} \) column of the centroid matrix \( C \). The optimal assignments \( \{y_1, \ldots, y_N\} \) are used as pseudo labels.

In contrastive self-supervised learning, negative samples are drawn uniformly from the training data without label information, which brings false negative samples into training. However, with the clustering algorithm, the intrinsic structure of the unlabeled data is mined, providing a meaningful supervisory signal to train the representation encoder discriminatively.

2) Determine the number of clusters: As mentioned before, the learned representations may contain variability factors of channel and language in addition to the variability of speaker identity. The choice of the number of clusters may affect the content of the resulting clusters. For example, clustering with two classes may result in male and female classes; clustering with \( K \) classes may result in different classes with different languages (suppose that the dataset contains about 100 languages).

To determine the optimal number of clusters, we employ the simple ‘elbow’ method [2]. It calculates the total-within-cluster sum of squares \( W \) for the clustering outputs with different numbers of clusters \( K \):

\[
W = \sum_{i=1}^{N} \|z_i - C_{y_i}\|_2^2
\]

The total within-cluster sum of squares \( W \) curve is plotted according to a sequence of \( K \) in ascending order. Figure 2 shows an example of such a curve. \( W \) decreases as \( K \) increases and the decrease of \( W \) flattens from some \( K \) onwards, forming an ‘elbow’ of the curve. Such ‘elbow’ indicates that additional
clusters beyond such \( K \) contribute little intra-cluster variation; thus, the \( K \) at the ‘elbow’ indicates the appropriate number of clusters.

To find such ‘elbow’, we draw an auxiliary line connecting the first and the last points of the \( W-K \) curve. The auxiliary line and the \( W-K \) curve together form a closed shape. This closed shape can be abstracted as a triangle. The ‘elbow’ of the \( W-K \) curve corresponds to the lower-left vertex of the triangle. In this case, we draw a tangent line of the \( W-K \) curve parallel to the auxiliary line. The contact on the \( W-K \) curve has the longest distance from the auxiliary line and can be considered an ‘elbow’. In figure 3, the number of clusters can choose between 5,000 and 7,000.

This ‘elbow’ method is not exact, and the optimal number of clusters can be subjective [7?]. Still, it provides a meaningful way to help to determine the optimal number of clusters and is successfully used in different applications [7?]. More analysis of this method can be found in [7?].

C. Learning with pseudo labels

With the generated pseudo labels \( \{y_1, \cdots, y_N\} \) for training data \( \mathcal{D} = \{x_1, \cdots, x_N\} \), the neural network encoder \( \Phi \) can be discriminatively trained with a parametrized classifier \( g_W(\cdot) \) which predicts the labels for the representation vector \( z_i = \Phi(x_i) \). The parameters \( \{\Phi, W\} \) are jointly trained with the cross-entropy loss:

\[
\mathcal{L}_{\text{classifier}} = - \sum_{i=1}^{N} \sum_{k=1}^{K} \log (p(k|x_i)q(k|x_i)) \tag{6}
\]

\[
p(k|x_i) = \frac{\exp(g_W z_i)}{\sum_{j=1}^{K} \exp(g_W z_i)} \tag{7}
\]

where \( q(k|x_i) = \delta_{k,y_i} \) is the ground-truth distribution over labels for data sample \( x_i \) with label \( y_i \), \( \delta_{k,y_i} \) a Dirac delta which equals to 1 for \( k = y_i \) and 0 otherwise, \( g_W z_i \) is the \( j \)\(^{th} \) element \((j \in \{1, \cdots, K\})\) of the class score vector \( g_W z_i \in \mathbb{R}^K \). \( K \) is the number of the pseudo classes.

D. Dealing with label noise: label smoothing regularization

One problem with the generated pseudo labels is label noise which degrades the generalization performance of deep neural networks. We apply label smoothing to deal with label noise to mitigate this problem.

Label smoothing is a regularization method to estimate the marginalized effect of label noise during training. It prevents a DNN from assigning full probability to the training samples with noisy label [7?]. Specifically, for a training example \( x \) with label \( y \), label smoothing regularization replaces the label distribution \( q(k|x) = \delta_{k,y} \) in equation \( 6 \) with

\[
q'(k|x) = (1 - \epsilon)\delta_{k,y} + \frac{\epsilon}{K} \tag{8}
\]

where \( \epsilon \) is a smoothing parameter.

IV. INCORPORATING VISUAL INFORMATION IN SELF-SUPERVISED SPEAKER REPRESENTATION LEARNING

Given a dataset of multi-modal data with audio- and visual-modality, the representation of each modality is learned independently following the method in section III. Clustering is performed on the representations of each modality to generate pseudo-labels for both audio and visual data. Cluster ensemble is then used to fuse pseudo-labels generated by different modalities. The proposed framework is illustrated in figure 3

- Stage 1: contrastive training
  - Train an audio encoding network using contrastive self-supervised learning.
  - With this encoding network, extract representations for the audio data. Perform a clustering algorithm on these audio representations to generate pseudo labels.
- Stage 2: iterative clustering and representation learning
  - With the generated pseudo labels, train audio, and visual encoding networks independently in a supervised manner.
  - With the audio encoding network, extract audio representations and perform clustering to generate pseudo audio labels.
With the visual encoding network, extract visual representations and perform clustering to generate pseudo visual labels.

- Fuse the audio and visual pseudo labels using a cluster ensemble algorithm.
- Repeat stage 2 with limited rounds.

A. Representation learning

Given a multi-modal dataset $D = \{x_1, x_2, \ldots, x_N\}$ with audio-modality $D_a = \{x_{a,1}, x_{a,2}, \ldots, x_{a,N}\}$ and visual-modality $D_v = \{x_{v,1}, x_{v,2}, \ldots, x_{v,N}\}$, encoders for each modality is trained independent with the generated pseudo labels from last training round. For each video sample $x_i$, its audio part $x_{a,i}$ and visual part $x_{v,i}$ share the same generated pseudo label.

The audio encoder $\Phi_a$ is discriminatively trained with the audio classifier $g_{\omega_a}(\cdot)$ using cross-entropy loss in equation (6). The audio representation is extracted as

$$z_a = \Phi_a(x_a)$$  \hspace{1cm} (9)

Same procedure is applied to the visual encoder $\Phi_v$ and the visual classifier $g_{\omega_v}(\cdot)$. The visual representation is extracted as

$$z_v = \Phi_v(x_v)$$  \hspace{1cm} (10)

B. Clustering

Clustering is applied independently on both audio representations $\{z_{a,i}|i = 1, \ldots, N\}$ and visual representations $\{z_{v,i}|i = 1, \ldots, N\}$. Audio and visual pseudo labels $\{\{y_{a,i}|i = 1, \ldots, N\} \text{ and } \{y_{v,i}|i = 1, \ldots, N\}\}$ are thus obtained for further aggregation.

Considering that the audio and the visual representations contain complementary information from different modalities, we apply an additional clustering on the joint representations to generate more robust pseudo labels. Given the audio representation $z_a$ and the visual representation $z_v$, the joint representation is formed as

$$z_j = (z_a, z_v)$$  \hspace{1cm} (11)

Joint pseudo labels $\{y_{j,i}|i = 1, \ldots, N\}$ is then generated by clustering on joint representations.

C. Cluster ensemble

We use simple voting strategy to fuse the three clustering outputs, i.e., $\{y_{a,i}\}$, $\{y_{v,i}\}$ and $\{y_{j,i}\}$. Since the cluster labels in different clustering outputs are arbitrary, cluster correspondence should be established among different clustering outputs. This starts with a contingency matrix $\Omega \in \mathbb{R}^{K \times K}$ for the referenced clustering output $\{y_{\text{ref},i}\}$ and the current clustering output $\{y_{\text{cur},i}\}$, where $K$ is the number of clusters. Each entry $\Omega_{l,l'}$ represents the co-occurrence between cluster $l$ of the referenced clustering output and cluster $l'$ of the current clustering output,

$$\Omega_{l,l'} = \sum_{i=1}^{N} \omega(i)$$

$$\omega(i) = \begin{cases} 1 & y_{\text{ref},i} = l, y_{\text{cur},i} = l' \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (12)

Cluster correspondence is solved by the following optimization problem,

$$\max_{\Theta} \sum_{l=1}^{K} \sum_{l'=1}^{K} \Omega_{l,l'} \Theta_{l,l'}$$  \hspace{1cm} (13)

where $\Theta \in \mathbb{R}^{K \times K}$ is the correspondence matrix for the two clustering outputs. $\Theta_{l,l'}$ equals to 1 if cluster $l$ in the reference clustering output corresponds to cluster $l'$ in the current clustering output, 0 otherwise. This optimization can be solved by the Hungarian algorithm.

We select the joint pseudo labels as the reference clustering output and calculate cluster correspondence for the audio and visual pseudo labels. A globally consistent label set is obtained after the re-labeling process. Majority voting is then employed to determine a pseudo consensus label for each data sample in the multi-modal dataset.

V. EXPERIMENTAL SETUPS

A. Dataset

The experiments are conducted on VoxCeleb, which is an audio-visual dataset consisting of short video clips extracted from interview videos.

For model training, the development set of VoxCeleb 2 is used. The original development set contains 1,092,009 audio files from 5,994 speakers. The corresponding video files from the official VoxCeleb dataset are used. Speaker or face identity labels are not used for model training and are used for experimental analysis purposes only.

For evaluation, the development and test sets of Voxceleb 1 are used. We report the speaker verification results on three trial lists as defined in [?]:

- VoxCeleb 1-O: the original trial list of Voxceleb 1 containing 37,720 trials from 40 speakers.
- Voxceleb 1-E: an extended trial list containing 581,480 trials from 1251 speakers.
- Voxceleb 1-H: a hard trial list containing 552,536 trials from 1190 speakers; all test pairs are within the same language and gender.

Face verification results are also reported using the trial lists described above to test the learned face representation. The cropped face images extracted at one frame per second (fps) from cropped video files. Speaker or face identity labels are not used for model training and are used for experimental analysis purposes only.

B. Data Augmentation

1) Data augmentation for audio data: Data augmentation is effective for deep speaker representation learning under the settings of supervised learning [? ] and contrastive self-supervised learning [?]. We use additive background noise or convolutional reverberation noise for the time-domain waveform. MUSAN dataset is used as the data augmentation dataset. Additive noises include ambient noise, music, and babble noise. The babble noise is constructed by mixing three

1 Available at https://www.robots.ox.ac.uk/~vgg/research/CMBiometrics
Dimensional speaker representation. The detailed configuration
fully connected layer is employed afterward to extract the 128-
then calculates means and standard deviations for the output
feature maps at the frame level. A global statistics pooling layer
The ResNet takes spectral features as input and produces fea-
tures that are randomly cropped between 2 to 4 seconds. Logarithmical
Mel-spectrogram is extracted for each audio signal as an
acoustic feature. 40 Mel filters are applied on the spectrogram
of the speaker embedding network can be found in table [I]
Rectified linear unit (ReLU) activation and batch normalization
are applied to each convolutional layer in ResNet. Adam
optimizer [?] is used to update network parameters with a
batch size of 256. The learning rate is initially set to 0.001 and
is decreased by 5% every five epochs. The hyper-parameter τ
in equation (3) is set to 0.1.

At the evaluation stage, cosine similarity is used to generate
a verification score for a test trial.

D. Audio encoder trained with pseudo supervision

The experimental setup for the audio encoder trained with
pseudo labels are the same as described in the last section
except for the following changes:

- Logarithmical Mel-spectrogram with 80 frequency bins
  are used as input features.
- The ResNet doubles the feature map channels to increase
  its modeling ability under the setting of discriminative
  training.
- A linear layer is used to classify the pseudo speakers
  using cross-entropy loss. Dropout is added before the
  classification layer to prevent overfitting [? ].
- Network parameters are updated using stochastic gradient
descent (SGD) algorithm.
- The learning rate is initially set to 0.1 and is divided by
  10 whenever the training loss reaches a plateau.

E. Visual encoder setup

We choose the standard ResNet-34 [?] as the visual
encoder. To produce a 128-dimensional representation, a fully
connected layer is added between the pooling layer and
the final liner layer which classifies face identities. Dropout
is applied before the linear classification layer to prevent
overfitting.

During training, the network takes the extracted images with
the shape of 3×224×244 as inputs. Network parameters are
updated with the SGD algorithm with an initial learning rate
of 0.1. We divide the learning rate by 10 whenever the training
loss reaches a plateau.

During the face based evaluation phase, we average the
face representations of the image frames from the same
video segment to get a video-level face representation. Cosine
similarity is used as the scoring function.

F. Evaluation metric

1) Verification evaluation: For speaker verification and face
verification, we report two performance metrics: (1) Equal
error rate (EER): the error rate when false acceptance rate
and false rejection rate are equal; (2) Minimum detection
cost (minDCF): the minimum value of the detection cost
function which is defined as a weighted sum of false-reject
and false-alarm error rates for some decision threshold [? ].
The parameters of the detection cost function are set as:
CMiss = 1, CFA = 1, PTarget = 0.05.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Output Size</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>1×FL×L</td>
<td>C(3×3,1)</td>
</tr>
<tr>
<td>Conv1</td>
<td>16×F×L</td>
<td>C(3×3,1)</td>
</tr>
<tr>
<td>Residual layer 1</td>
<td>16×F×L</td>
<td>[C(3×3,1), C(3×3,1)]×3</td>
</tr>
<tr>
<td>Residual layer 2</td>
<td>32×F×L/2</td>
<td>[C(3×3,2), C(3×3,1)]×3</td>
</tr>
<tr>
<td>Residual layer 3</td>
<td>64×F×L/2</td>
<td>[C(3×3,2), C(3×3,1)]×5</td>
</tr>
<tr>
<td>Residual layer 4</td>
<td>128×F×L/2</td>
<td>[C(3×3,2), C(3×3,1)]×2</td>
</tr>
<tr>
<td>Pooling layer</td>
<td>256</td>
<td>Global statistics pooling</td>
</tr>
<tr>
<td>Embedding</td>
<td>128</td>
<td>Fully connected layer</td>
</tr>
</tbody>
</table>
### TABLE II: Verification performance of the proposed self-supervised learning framework on VoxCeleb 1 test trials.

<table>
<thead>
<tr>
<th>Model</th>
<th>Modality</th>
<th>VoxCeleb 1-O</th>
<th></th>
<th>VoxCeleb 1-E</th>
<th></th>
<th>VoxCeleb 1-H</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>minDCF</td>
<td>EER[%]</td>
<td>minDCF</td>
<td>EER[%]</td>
<td>minDCF</td>
<td>EER[%]</td>
</tr>
<tr>
<td>Supervised</td>
<td>Audio</td>
<td>0.097</td>
<td>1.51</td>
<td>0.102</td>
<td>1.59</td>
<td>0.178</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>Visual</td>
<td>0.083</td>
<td>1.46</td>
<td>0.063</td>
<td>1.24</td>
<td>0.092</td>
<td>1.71</td>
</tr>
<tr>
<td>Nagrani et al. [?]</td>
<td>Audio (train and test); Visual (train)</td>
<td>-</td>
<td>22.09</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chung et al. [?]</td>
<td>Audio (train and test); Visual (train)</td>
<td>-</td>
<td>17.52</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Inoue et al. [?]</td>
<td>Audio</td>
<td>-</td>
<td>15.26</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Xia et al. [?]</td>
<td>Audio</td>
<td>-</td>
<td>8.23</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Huh et al. [?]</td>
<td>Audio</td>
<td>0.454</td>
<td>8.65</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mun et al. [?]</td>
<td>Audio</td>
<td>-</td>
<td>8.01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zhang et al. [?]</td>
<td>Audio</td>
<td>-</td>
<td>8.28</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Initial round - CSL</td>
<td>Audio</td>
<td>0.508</td>
<td>8.86</td>
<td>0.570</td>
<td>10.15</td>
<td>0.710</td>
<td>16.20</td>
</tr>
</tbody>
</table>

Training with single modal audio data

<table>
<thead>
<tr>
<th>Round</th>
<th>Modality</th>
<th>10 EXP</th>
<th>10 FO</th>
<th>10 HS</th>
<th>10 HS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Audio</td>
<td>0.257</td>
<td>3.64</td>
<td>0.299</td>
<td>4.11</td>
</tr>
<tr>
<td>2</td>
<td>Audio</td>
<td>0.214</td>
<td>2.99</td>
<td>0.234</td>
<td>3.41</td>
</tr>
<tr>
<td>3</td>
<td>Audio</td>
<td>0.190</td>
<td>2.97</td>
<td>0.214</td>
<td>3.23</td>
</tr>
<tr>
<td>4</td>
<td>Audio</td>
<td>0.184</td>
<td>2.85</td>
<td>0.202</td>
<td>3.16</td>
</tr>
<tr>
<td>5</td>
<td>Audio</td>
<td>0.173</td>
<td>2.74</td>
<td>0.201</td>
<td>3.08</td>
</tr>
</tbody>
</table>

Training with multi-modal audio-visual data

<table>
<thead>
<tr>
<th>Round</th>
<th>Modality</th>
<th>10 EXP</th>
<th>10 FO</th>
<th>10 HS</th>
<th>10 HS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Audio</td>
<td>0.257</td>
<td>3.64</td>
<td>0.299</td>
<td>4.11</td>
</tr>
<tr>
<td>2</td>
<td>Audio</td>
<td>0.214</td>
<td>2.99</td>
<td>0.234</td>
<td>3.41</td>
</tr>
<tr>
<td>3</td>
<td>Audio</td>
<td>0.190</td>
<td>2.97</td>
<td>0.214</td>
<td>3.23</td>
</tr>
<tr>
<td>4</td>
<td>Audio</td>
<td>0.184</td>
<td>2.85</td>
<td>0.202</td>
<td>3.16</td>
</tr>
<tr>
<td>5</td>
<td>Audio</td>
<td>0.173</td>
<td>2.74</td>
<td>0.201</td>
<td>3.08</td>
</tr>
</tbody>
</table>

2) Clustering evaluation: To evaluate the clustering quality, we adopt three metrics following [?]: the normalized mutual information, the clustering accuracy, and the mean maximal purity per cluster.

Given the ground-truth clustering assignment $U$ and the predictive clustering assignment $V$, the normalized mutual information (NMI) measures the information shared between $U$ and $V$ and is defined as:

$$\text{NMI}(U, V) = \frac{2 \times I(U; V)}{H(U) + H(V)}$$

(14)

where $I(U; V)$ denotes the mutual information between $U$ and $V$, and $H(\cdot)$ denotes entropy. The NMI ranges from 0 to 1. With two largely independent clustering assignments, NMI becomes 0. When they are insignificant agreement, NMI equals 1.

The clustering accuracy is measured by matching the pseudo labels $V$ to the ground truth labels $U$. Hungarian algorithm [?] is used to establish label correspondence between $U$ and $V$.

To measure the semantic purity of each pseudo cluster comparing to the ground truth labels, we report the mean maximal purity per cluster,

$$\text{purity} = \frac{1}{K} \sum_{k \in K} \max (p(y_i \mid \hat{y} = k))$$

(15)

where $K$ is the number of pseudo clusters, $\hat{y}$ represents a pseudo cluster and $p(y_i \mid \hat{y} = k)$ is the distribution of ground-truth clusters under pseudo cluster $k$. This metric ranges from $\frac{1}{K}$, which corresponds to a random clustering assignment, to perfect matching at 1.

### VI. EXPERIMENTAL ANALYSIS

The experiments are performed in five parts. In section VI-A, we report the speaker verification performance of the proposed self-supervised learning framework using both single modal and multi-modal datasets. In section VI-B labeling qualities are reported. In section VI-C we discuss how the choice of the number of clusters affects the learned representations. Section VI-D shows that robust training can further improve the performance with our generated pseudo labels. Finally, section VI-E demonstrates the power of self-supervised pre-training on the small-scale labeled dataset.

#### A. Speaker verification performance

Table II reports the verification results of our proposed framework using both single modal and multi-modal training data. The number of clusters of the $k$-means algorithm is set to 6,000. A detailed analysis of choosing the number of clusters is provided in section VI-C. The performance of the audio speaker verification system and visual face verification system trained with full supervision is also provided in table II for reference.

When training with single modal audio data, one round of clustering and representation learning obtains EER reductions of more than 50% relatively for all the trial lists compared to...
the initial round of contrastive self-supervised learning. The performance of the speaker verification system improves with the increase of round number, which shows the effectiveness of the proposed iterative self-supervision framework on speaker representation learning. Three rounds of training provide EERs of 2.93%, 3.23%, and 5.85% on trials of VoxCeleb 1-O, VoxCeleb 1-E, VoxCeleb 1-H, respectively.

Also, we see a trend of performance saturation for both audio modality and audio-visual modalities. With single modal audio data, the relative EER reduction percentages of the current and previous rounds are 53%, 19%, 6% and 5% on VoxCeleb 1-H trials for the first four rounds. With multi-modal audio-visual data, the relative EER reduction percentages are 53%, 45%, 8% and 2% for the first four rounds. The speaker representation network trained with pseudo labels generated from multi-modal data has a larger performance gain thanks to incorporating the complementary information of audio and visual modality.

Although the performance of the audio modality-based system still improves at round 5, the relative performance gain between two consecutive rounds shrinks. We can thus safely conclude that the performance of the audio-based system converges. Five rounds of training on audio modality achieves an EER of 2.74% on trials of VoxCeleb 1-O, while two rounds of training on audio-visual modalities achieves an EER of 2.05%. We believe it’s worth jumping into the audio-visual modality for maximum efficiency under limited resources.

More training rounds may still improve the verification performance for the audio modality. However, more training rounds require more computational resources due to the iterative nature of the proposed method. We chose to stop the training iteration at round 5 to save computational resources based on the verification performance of the development set.

Figure 4 visualizes the learned representations by using the t-distributed stochastic neighbor embedding (t-SNE) algorithm [? ]. Ten random speakers from Voxceleb 1 dataset are selected
TABLE III: Unsupervised labelling of VoxCeleb 2 development set with different number of clusters $K$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Modality</th>
<th>NMI 1,000</th>
<th>Accuracy 1,000</th>
<th>Purity 1,000</th>
<th>NMI 6,000</th>
<th>Accuracy 6,000</th>
<th>Purity 6,000</th>
<th>NMI 20,000</th>
<th>Accuracy 20,000</th>
<th>Purity 20,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised</td>
<td>Audio</td>
<td>0.8264</td>
<td>36.42%</td>
<td>46.02%</td>
<td>0.9067</td>
<td>77.20%</td>
<td>90.34%</td>
<td>0.9237</td>
<td>44.87%</td>
<td>96.74%</td>
</tr>
<tr>
<td></td>
<td>Visual</td>
<td>0.8470</td>
<td>36.77%</td>
<td>46.30%</td>
<td>0.9642</td>
<td>77.87%</td>
<td>91.32%</td>
<td>0.9250</td>
<td>46.92%</td>
<td>97.23%</td>
</tr>
<tr>
<td>CSL</td>
<td>Audio</td>
<td>0.6189</td>
<td>19.84%</td>
<td>21.58%</td>
<td>0.7586</td>
<td>38.49%</td>
<td>51.45%</td>
<td>0.8114</td>
<td>27.68%</td>
<td>68.21%</td>
</tr>
</tbody>
</table>

Training with single modal audio data

Round 1 | Audio | 0.7315 | 30.15% | 36.59% | 0.9007 | 66.04% | 78.62% | 0.9005 | 40.51% | 90.34% |
Round 2 | Audio | 0.7413 | 29.82% | 33.55% | 0.9121 | 67.22% | 81.03% | 0.8978 | 39.71% | 89.83% |
Round 3 | Audio | 0.7443 | 29.82% | 33.81% | 0.9190 | 68.64% | 82.27% | 0.8937 | 38.69% | 88.68% |
Round 4 | Audio | -      | -      | -      | 0.9209 | 69.07% | 82.80% | -      | -      | -      |
Round 5 | Audio | -      | -      | -      | 0.9230 | 68.93% | 83.50% | -      | -      | -      |

Training with multi-modal audio-visual data

Round 1 | Audio | 0.7315 | 30.15% | 36.59% | 0.9007 | 66.04% | 78.62% | 0.9005 | 40.51% | 90.34% |
Round 2 | Audio | 0.7478 | 31.23% | 37.22% | 0.9445 | 73.24% | 87.66% | 0.9099 | 42.02% | 93.11% |
Round 3 | Audio | 0.7711 | 31.81% | 38.00% | 0.9519 | 74.68% | 89.47% | 0.9102 | 42.06% | 93.12% |
Round 4 | Audio | -      | -      | -      | 0.9523 | 74.38% | 89.32% | -      | -      | -      |
Round 5 | Audio | -      | -      | -      | 0.9546 | 74.67% | 89.47% | -      | -      | -      |

for visualization. The speaker representations learned with the initial round of CSL (figure 4d) are not discriminative enough as speaker subspaces overlap. We can observe that the proposed iterative learning framework keeps optimizing the within-class variance and between-class variance of the learned speaker representations. By comparing the learned speaker representations from the third round, we observe that the representations trained with multi-modal data (figure 4g) are more discriminative than those trained with single modal data (figure 4f). Also, by comparing the feature spaces of speaker representations (figure 4e) and face representations (figure 4c), we observe that the one poorly learned speaker subspace in one modality can be discriminative in the other modality (see the red speaker and the blue speaker marked in figure 4c and 4h). This indicates the complementary property of the audio and visual modality, which allows the label ensemble algorithm to generate noise-tolerant pseudo labels from different modalities.

B. Unsupervised labeling of unlabeled dataset

Table III shows the quality of the labels obtained by the proposed framework with both single modal and multi-modal training data. We run $k$-means clustering on both audio representations and visual representations trained with supervision and calculate metrics of clustering quality as upper bounds for reference.

We observe that the iterative training helps to obtain better clustering quality in most experimental settings. Also, the cluster ensemble of audio and visual modality greatly improves all the clustering quality metrics under different settings of the number of clusters. Compared with the single modal system, the multi-modal training system improves the clustering quality by a large margin. With multi-modal training data, our proposed framework obtains a high labeling accuracy of 77.60%, almost the same as the labeling accuracy of the representations learned with supervision.

C. Choosing the number of clusters

The ‘elbow’ method introduced in section III-B2 is used to determined the number of clusters for $k$-means algorithm. To determine the number of clusters $K$ for the calculation of the total within-cluster sum of square $W$, we first attempt to guess the reasonable maximum and minimum of the average cluster size. Given the training data of the VoxCeleb 2 development set with 1,092,009 data samples, the maximum and minimum of the average cluster size could be 1,000 and 50, which lead to minimal and maximal $K$ around 1,000 and 20,000. The $W$-$K$ curve is then plotted with a step size of 1,000 for $K$. Figure 4 shows the $W$-$K$ curve for the representations trained with CSL. Auxiliary line and tangent line as introduced in section III-B2 to help find the ‘elbow’ point are drawn in the figure. By observing the ‘elbow’ of the $W$-$K$ curve, an appropriate number of clusters can choose from 5,000 to 7,000. Figure 5 shows $W$-$K$ curves of each training round of our proposed framework when the number of clusters is set to 6,000. For better comparison, we normalize the value of $W$ in the $W$-$K$ curve between 0 and 1. All the $W$-$K$ curves show a consistent ‘elbow’ around 5,000 to 7,000.

To understand how the choice of the number of clusters affects the verification performance and labeling quality of
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Fig. 5: Within-cluster sum of square $W$ of a clustering procedure versus the number of clusters $K$ employed. For each training round, the number of clusters is set to 6,000.

Fig. 6: Within-cluster sum of square $W$ of a clustering procedure versus the number of clusters $K$ employed. Each curve corresponds to the last training round of our learning framework with a particular $K$.

Table II reports the clustering quality when the proposed framework is trained with a number of clusters of 1,000 and a large number of clusters of 20,000. Figure [II] shows $W$-$K$ curves from the last training round of our learning framework with different $K$. We observe a relatively consistent ‘elbow’ around 6,000 from all $W$-$K$ curves, which indicates that the ‘elbow’ method can estimate a correct number of clusters even when the system is trained with extremely small or large $K$.

Table [III] reports the clustering quality when the proposed framework is trained with a number of clusters of 1,000 and 20,000. We observe a better mean maximal purity per cluster with larger $K$. Larger $K$ leads to smaller cluster sizes and more semantic-related data samples within a cluster. Although clustering with a number of clusters ($K = 6,000$) that is close to the actual number ($K = 5,994$) gives the best NMI and accuracy, clustering with a small ($K = 1,000$) or large ($K = 20,000$) number of clusters is also able to generate meaningful pseudo labels with reasonable NMIs and accuracies.

Figure [IV] presents the verification performance for all training rounds of the proposed framework with different settings of the number of clusters. Training with a number of clusters close to the correct one gives the best verification performance for both speaker and face verification. Also, training with a small or large number of clusters can obtain performance gain over the CSL system. However, the speaker representation network is more likely to overfit with pseudo labels generated with extreme settings of the number of clusters. We also see that systems with a large $K$ (20,000) outperform those with the estimated $K$ (6,000) at the first training round, which indicates that high cluster purity is essential for the first training round.

### D. Robust training

In this section, we show that speaker verification performance can further improve with the generated pseudo labels. Two robust training methods are applied separately to achieve this goal:

1. Label smoothing regularization is used to deal with label noise of the generated pseudo labels as described in

<table>
<thead>
<tr>
<th>Model</th>
<th>VoxCeleb 1-O</th>
<th>VoxCeleb 1-E</th>
<th>VoxCeleb 1-H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised</td>
<td>0.097</td>
<td>1.51</td>
<td>0.102</td>
</tr>
<tr>
<td>Single modal trained</td>
<td>0.190</td>
<td>2.93</td>
<td>0.214</td>
</tr>
<tr>
<td>with label smoothing</td>
<td>0.173</td>
<td>2.70</td>
<td>0.201</td>
</tr>
<tr>
<td>with SE + AAM</td>
<td>0.179</td>
<td>2.65</td>
<td>0.185</td>
</tr>
<tr>
<td>Multi-modal trained</td>
<td>0.139</td>
<td>1.81</td>
<td>0.139</td>
</tr>
<tr>
<td>with label smoothing</td>
<td>0.125</td>
<td>1.70</td>
<td>0.125</td>
</tr>
<tr>
<td>with SE + AAM</td>
<td>0.120</td>
<td>1.62</td>
<td>0.122</td>
</tr>
</tbody>
</table>
In this section, the hyper-parameter $\epsilon$ is set to 0.1 here.

2) Squeeze-Excitation (SE) module [7] is added to improve ResNet. Additive angular margin (AAM) loss [7] is used to learn discriminative representations: the re-scaling factor $s$ is set to 32 and angular margin $m$ is set to 0.2.

Table IV shows experimental results of the above robust training strategies. Compared with the last round results of the proposed framework, label smoothing regularization obtains a relatively 5% gain in terms of EER for all testing trials; SE module with AAM loss obtains a 10% relative gain.

E. Fine-tuning

In this section, the self-supervised learning model is fine-tuned with small-scale labeled datasets. We use the development set of VoxCeleb 1 [7] with 1,211 speakers for fine-tuning. To test the performance of self-supervised pre-training for the smaller dataset, we construct three datasets with 10, 100, 600 speakers randomly selected from VoxCeleb 1 dev set. Results are reported on VoxCeleb 1-O test trials.

We use three pre-trained models, i.e., the model trained with CSL, the model from the last round of the proposed framework trained with single modal data, and the speaker representation model from the last round of the proposed framework trained with multi-modal data. The model trained with CSL uses a ResNet with half feature map channel and 40-dimensional input features. During fine-tuning, the final fully connected layer is replaced to classify the speakers in the small-scale dataset. We firstly freeze the speaker representation encoder and solely train this classification layer until convergence. The remaining training epochs optimize the parameters of the representation encoder and the classification layer simultaneously.

Table V shows the verification results. Fine-tuning with 100 speakers on the model pre-trained with single modal data achieves better performance than the fully supervised model trained with 1,211 speakers. Also, the self-supervised model trained with large-scale multi-modal data outperforms all the fully-supervised models trained with the small-scale dataset. Moreover, fine-tuning can further improve speaker verification performance. With the multi-modal pre-trained model, fine-tuning on VoxCeleb 1 development set obtains a relative EER reduction of 37.4% compared to the counterpart without fine-tuning. We do not see a performance gain when fine-tuning with 10 or 100 speakers. This can be explained by the over-fitting of the small-scale dataset. The pseudo labels generated by our proposed framework are sufficient to train the speaker representation encoder discriminatively, and overfitting hurts the discriminative power of the encoder.

VII. CONCLUSION

In this paper, we proposed a self-supervised learning framework for speaker recognition. The proposed framework iteratively performs clustering and representation learning, generates pseudo labels for unlabeled training data, and learns speaker representations without human annotation. Several rounds of discriminative training follow the initial training round of contrastive self-supervised learning. Clustering is performed between two rounds of representation learning to generate pseudo labels. The framework exploits DNN’s ability to learn from noisy labels and iteratively improves the dis-
criminative power. Considering the complementary property of audio and visual modality, we extend the proposed framework to multi-modal audio-visual data. A visual encoder is added to learn face representations from the visual modality. A cluster ensemble algorithm fuses the pseudo labels from different modalities, avoiding confirmation bias in self-training within a single modality. We evaluate the proposed self-supervised learning framework on the VoxCeleb dataset; experimental results show that our proposed framework outperformed previous works with self-supervision by large margins. With an additional modality of visual data, the proposed framework greatly shrinks the performance gap between self-supervised and fully supervised speaker recognition. Also, experimental analysis shows that the proposed framework generates pseudo labels that are highly correlated to ground truth labels.
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