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Abstract

A novel approach is proposed for robust audio water-

marking in wavelet domain. It emphasizes on enhancing

security by dynamically modifying embedding strategy. The

modification is based on real-time changes of the water-

mark information and host audio. Without using any secret

key, informative watermark are embedded into audio with

different strength. The distribution of watermarked audio

in wavelet domain is relatively similar to clean audio, com-

pared to existing watermarking schemes in wavelet domain.

The analysis and experimental results are given to demon-

strate that the proposed watermarking scheme is effective

against common signal processing manipulations and at-

tacks, such as Gaussian noise corruption, resampling, re-

quantization, MP3 compression and D/A-A/D conversion.

1. Introduction

The rapid growth of the broadband communication net-

works and proliferation of audio distribution have raised the

issue of intellectual property rights protection. Audio wa-

termarking, as a powerful technique for copyright protec-

tion for audio works, has been widely exploited [13, 4].

A digital watermarking is imperceptibly and robustly em-

bedded into the host data such that it cannot be removed

[4]. The audio watermark is imperceptible to humans and

is embedded into the cover audio media. The vulnerabil-

ity to random shifting, cropping, and time scaling attacks

is one of the main weaknesses of many existing watermark-

ing algorithms [1, 6]. Embedding the synchronization codes

into the original audio together with the informative water-

mark is an effective method to withstand random shifting,

cropping, and time scaling attacks [14, 5]. By detecting the

synchronization codes, the position where the informative
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watermark is embedded can be located. If the synchroniza-

tion codes are hidden in time domain [5, 8], they are not

adequately robust due to the limited embedding strength

and audio signal instability in time domain. On the other

hand, if the synchronization codes are embedded into fre-

quency domain, the computational complexity to search the

synchronization codes grows explosively, although the syn-

chronization codes become more robust. The synchroniza-

tion codes based on discrete wavelet transformation (DWT)

are a reasonable tradeoff between robustness and computa-

tional cost [14]. In general, watermarks are embedded into

the low frequency coefficients in DWT domain to achieve

robust performance against common signal processing pro-

cedures and noise corruptions [14, 3]. In this paper, a novel

audio watermarking method in wavelet domain is proposed.

The method is designed to enhance security by the prede-

termined embedding strengths and kept similar distribution

to that of the corresponding clean audio in wavelet domain.

Before the watermark extraction, embedding strategy is cal-

culated according to the received audio. Because both em-

bedding and extracting strategies are dynamically generated

for different audio and embedded information. Thus the dif-

ferent embedding strengths are created for each audio, the

same watermarks are embedded differently from audio to

audio. Hence security of the algorithm is ensured. This pa-

per is organized as following. In Sect.2 watermark encoding

and decoding algorithms are explained in detail. The perfor-

mance of the proposed algorithm is evaluated in Sect.3. Ex-

perimental results are given in Sect.4 in terms of detection

accuracy for a wide assortment of signal processing opera-

tions and distortions. The concluding remarks are presented

in Sect.5.

2. The Proposed Algorithm

Overview of the proposed watermark embedding and ex-

tracting algorithm is depicted below. First the input original

audio signal is segmented into many sections, and these sec-

tions are transformed to wavelet domain by 5-level wavelet

decomposition. Then a sequence {mi} consisted of syn-

chronization codes and informative watermark bits [14] is
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embedded into the low frequency sub-band DWT coeffi-

cients of the corresponding section by a secure efficient

method. Finally, the inverse discrete wavelet transforma-

tion (IDWT) is applied to the modified wavelet coefficients

to transform them back into the time domain.

2.1. Data Embedding

A watermarking method in the category of quantization

index modulation [2] is used to embed each bit of a binary

sequence {mi} of which the elements are between two al-

ternative values (i.e. 1, -1.) by modifying the low frequency

wavelet coefficients with a block of even length K. We di-

vide each section into L blocks with the length of K, and

each bit of {mi} is embedded to the corresponding block.

So the length of each audio section is determined by the

amount of informative watermark, the number of DWT de-

composition levels, and the length of each block. The detail

procedure for embedding one section is as follows.

1. We first split the original composite audio data into

proper sections; using “Haar” filter [14] and decompo-

sition depth of five steps, we perform 5-level DWT on

every section. For each section, let N and Nw denote

the numbers of original data in time domain and low-

frequency sub-band coefficients in wavelet domain re-

spectively and Nw = N/25. Assuming L = Ls + Li,

where Ls and Li denote the length of synchronization

codes and informative watermark bits in each section

respectively, the relationship among L, Nw and K is

L = Nw

K .

2. To automatically adjust the total embedding strength

of each section by the alternating current (AC) energy,

the sample mean is calculated as (1):

W =
1

Nw

Nw
∑

i=1

Wi (1)

Where W = {W1, . . . , WNw
} are low-frequency

sub-band coefficients whose index denote placement

inside the low sub-band. And we define W Ii =
{W Ii

1 , . . . , W Ii

k } as the sequence including K ele-

ments in the Iith block, correspondent to the index of

I = {I1, . . . , IL}. Using the random index makes

it more secure to locate and extract synchronization

codes. The AC energy is calculated as (2):

Es =

Nw
∑

i=1

(Wi − W )2 (2)

Then the total embedding strength in one section is

generated as (3):

L
∑

i=1

Si =
√

Es · S0/ST (3)

Table 1. The fluctuation of
√

Es in common
signal processing manipulations.

Attacks Max(%) Min(%) Average(%)

GNC(15dB) 1.01 5.25 × 10−7 9.98 × 10−2

Resampling(6kHz) 1.90 8.54 × 10−6 6.08 × 10−2

Requantization(8Bit) 8.45 1.55 × 10−6 8.04 × 10−2

MP3(32kbps) 4.15 3.85 × 10−4 0.37

D/A − A/Dconversion 9.27 8.27 × 10−5 0.31

Figure 1. Histogram of wavelet coefficient
in clean audio, referenced Wu’s method,
and proposed method. (a) Histogram of
wavelet coefficient in clean audio; (b) His-
togram of wavelet coefficient in Wu’s method
(steady embedding strength); (c) Histogram
of wavelet coefficient in proposed method
(self-adjusting embedding strength).

Where S0 denotes the referenced embedding strength

and ST denotes a parameter. They are both constants

during the whole watermarking process. Si denotes

the embedding strength in each section so
∑L

i=1 Si is

based on the magnitude of Es, which in general is ap-

proximately invariable.

The reason that the AC energy is chosen to adjust the

total embedding strength automatically is that the en-

ergy parameter generally is an approximate constant in

common signal processing manipulations and attacks.

In our experiment, we test the property in Gaussian

Noise Corruption (GNC), resampling, requantization,

MP3 compression and D/A-A/D conversion. 2500 16-

bit signed mono audio signals sampled at 44.1 kHz
with the length of about one second (the length of

one section, 45056 samples) in WAVE format are em-

ployed for these statistics. The result is present in Ta-

ble 1.

The strategy that the total embedding strength is ad-

justed by the AC energy is efficient to improve the

security against steganalysis. Because the histogram

is widely used for steganalysis [12, 11], we show

the DWT histogram contrast between steady embed-
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ding strength in Wu’s method which use the same

embedding strength for all the modifications of low

frequency wavelet coefficients [14] and self-adjusting

embedding strength employed by proposed method in

Fig.1. It presents that wavelet coefficient distribu-

tion of the self-adjusting embedding strength method

is more similar with that of clean audio than steady

embedding strength method. The difference between

Fig.1a and Fig.1c is avoidable by keeping clean in the

smaller wavelet coefficients. So steganalysis using his-

togram differences become more difficult and less effi-

cient to the self-adjusting embedding strength method.

3. As mentioned above, there are L blocks in each sec-

tion, and in each block there are K low frequency sub-

band wavelet coefficients.

Define Ai = {ai
1, . . . , a

i
K/2} as the subset of W

whose subscripts and superscripts correspond to the

first K/2 elements of the index set and the elements

are in the ith block respectively with a similar defini-

tion for Bi = {ai
k/2+1, . . . , a

i
K} with the last K/2

elements. There are Ai = {W Ii

1 , . . . , W Ii

K/2} and

Bi = {W Ii

k/2+1, . . . , W
Ii

K } , for i = 1, . . . , L. For

avoiding the influence from direct current (DC) in sig-

nal processing, we calculate the variable as the carrier

to embed the watermark bit by (4).

Ci =

k/2
∑

j=1

W Ii

j −
k

∑

j=k/2+1

W Ii

j =

k/2
∑

j=1

Ai
j−

k/2
∑

j=1

Bi
j (4)

4. In order to enhance security, the embedding strength

for each section {Si} is dynamically modified with

real-time changes of the watermarks and host audio so

the changes of {Si} must be automatically detected

from the watermarked signal in the data extraction

step. In order to correctly obtain {Si} in extraction,

{Si} calculated from the watermarked signal have to

be the same as the one calculated from the original sig-

nal.

The algorithm allows {Si} of each section to be au-

tomatically adjusted during the iteration by the con-

stant total embedding strength
∑L

i=1 Si and the scale

of each absolute carrier value of {Ci}. Specifically, the

rule for embedding is a watermarking technique in the

category of quantization index modulation as follows:

We first define the following parameters:

1) Total embedding strength of this section: G =
∑L

i=1 Si;

2) Average embedding strength: S = G/L =
∑L

i=1 Si/L;

3) A threshold value for convergence: ξ0;

4) The nth iteration result of Si, Yi, Ci: S
(n)
i , Y

(n)
i ,

C
(n)
i ;

5) The corresponding embedded carrier: {C ′
i}.

The algorithm:

Step 1. Arbitrarily initialize Y
(0)
i as a uniform array.

Step 2. Update {Si} and {Yi} by the flow as follows

(5,6,7):

S
(n)
i =







S if T ≥ S
S/2 if T ≤ S/2
T S/2 < T < S

where T = G ·
1

(|Y n−1

i
|)

∑L
i=1

1
(|Y n−1

i
|)

(5)

S
(n)
i = (S

(n)
i + S

(n−1)
i )/2 if (n ≥ 2) (6)

Y
(n)
i = ⌊|C(n)

i |/S
(n)
i ⌋ ·S(n)

i +S
(n)
i · (1/2+1/4 ·mi)

(7)

Step 3. Compute the distance between Y
(n)
i and

Y
(n−1)
i :

ξ(n) = Y
(n)
i − Y

(n−1)
i (8)

Step 4. If ξ(n) > ξ0, the iteration is not convergent,

then go to Step 2; else if ξ(n) < ξ0, the iteration is

convergent, go to Step 5.

Step 5. Terminate the iteration, and {S(n+1)
i } is as the

same as {S(n)
i }. In this case, the embedding strength

{Si} calculated at the data-extracting step is equal to

the ones in encoding regardless of noise.

Step 6. Let {Yi} be the new {C ′
i}.

5. After modulation of the variable {Ci}, we have L el-

ements {C ′
i}, and the difference between Ci and C ′

i

should be uniformly distributed among the K low fre-

quency sub-band wavelet coefficients in the specified

Iith block. However, there will be some signal discon-

tinuities after amplitude scaling near section bound-

aries which will then cause ”click” sounds that are per-

ceivable to human ears. For smoothing and weakening

the break between two adjoining blocks, the wavelet

coefficients’ modification near the boundary should be

smoothed [9]. We use the following sequence R with

the length of K/2 to modulate their magnitude when

the block size K is relatively minor, and more elabo-

rate smooth sequences are employed for larger blocks.

R = {Rj , j = 1, . . . , k/2}
= {1/5, 3/5, 1, . . . , 1, 3/5, 1/5} (9)
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Figure 2. An example about relationship
among Si, mi, Ci and C ′

i is demonstrated.

Specifically, the rule for modifying low frequency sub-

band wavelet coefficients is defined as follows

{(Ai
j)

′} = {Ai
j} + 1

2 (C ′
i − Ci) · (Rj/

∑K/2
i=1 Ri)

j = 1, . . . , K/2

{(Bi
j)

′} = {Bi
j} − 1

2 (C ′
i − Ci) · (Rj/

∑K/2
i=1 Ri)

j = 1, . . . , K/2
(10)

So the whole watermarked low frequency sub-band

wavelet coefficients {W ′
i} in one section are the com-

bination of {(Ai
j)

′} and {(Bi
j)

′}.

6. IDWT is applied to {W ′
i} to transform it back to the

time-domain signal. The change of the embedding

strength by the iteration makes the watermark embed-

ded in different sections with different strengths, even

if the total energy of each section is the same with oth-

ers. The embedding method depends on the watermark

information and carrier content, rather than any key

words.

2.2 Data Extraction

For data extraction in each section, according to (1,2,3)

mentioned in Sect.2, low-frequency sub-band coefficients

W = {W1, . . . , WNw
}, total embedding strength G =

∑L
i=1 Si , average embedding strength S , and the carrier

variable {Ci} are calculated to extract the watermark bits

{Mi}. Then calculate Si for each block.

S
(n)
i =







S if T ≥ S
S/2 if T ≤ S/2
T S/2 < T < S

where T = G ·
1

(|Cn−1

i
|)

∑L
i=1

1
(|Cn−1

i
|)

(11)

At the next step, we calculate binary watermark bits as fol-

lows [14, 10]:

Mi =

{

1 if |Ci| − ⌊|Ci|/Si⌋ · Si ≥ Si/2
0 if |Ci| − ⌊|Ci|/Si⌋ · Si < Si/2

}

i = 1, . . . , L (12)

3 Performance Analysis

In this section, we evaluate the performance of the pro-

posed algorithm in terms of SNR with referenced em-

bedding strength S0 and the stability of AC energy in

watermark-embedding processing.

3.1 Embedding strength analysis

Based on descriptions in Sect.2, if the total embedding

strength in one section is generated by (3), the average em-

bedding strength Sw of each wavelet coefficient, regardless

of the processing of the iteration-based dynamic embed-

ding strengths and average embedding strength modulation

where the average embedding strength is limited between S

and S
2 , can be expressed as:

Sw =
R

K · L
√

Es · S0/ST (13)

where R notes the offset generated by window R:

R =

√

√

√

√

1

K/2

K/2
∑

j=1

(
K

2
· Rj
∑K/2

i=1 Ri

)2 (14)

And then from Wu’s analysis, the difference of a section in

wavelet domain between clean and watermarked audio is:

Exp.((Wi − W ′
i )

2) =
7Sw

2
KL

48
=

7R
2

48KL
Es · S2

0/S2
T

(15)

Where Exp. stands for expectation. If the energy of clean

original audio in one section is E, the SNR between the

original audio and the watermarked audio is generated as

follows:

SNR = −10log10(
7R

2

48KLS2
T

· Es

E
· S2

0) (16)

In fact, the processing of the iteration-based dynamic em-

bedding strengths and average embedding strength mod-

ulation could change the distribution of the embedding
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Table 2. The fluctuation of
√

Es by watermark
embedding processing.

SNR(dB) Max(%) Min(%) Average(%)

20 10.18 8.29 × 10−5 0.39
25 2.82 7.73 × 10−5 0.13
30 0.63 1.60 × 10−5 5.09 × 10−2

35 0.27 3.31 × 10−5 2.68 × 10−2

40 0.17 6.38 × 10−6 1.43 × 10−2

strengths in one section to generate the experiential SNR’s

offset δSNR. The modified SNR equation is:

SNR = −10log10(
7R

2

48KLS2
T

· Es

E
· S2

0) + δSNR (17)

The SNR could be estimated by the referenced embedding

strength S0 by the above equation. By the statistical experi-

ence, the offset δSNR is 2.55 dB.

3.2 The stability of AC energy in
watermark-embedding processing

In Sect.2, that the AC energy is a constant in com-

mon signal processing manipulations is confirmed, but

watermark-embedding processing also modifies wavelet co-

efficients. In this section, we show that the fluctuation of

the AC energy after watermarks are embedded into carriers

in different embedding strength in Table 2, from which the

average fluctuation of AC energy after imperceptibly em-

bedding watermark is tiny so that the fluctuation has little

disturbance in decoding.

4 Experimental Result

In our experiment, six 16-bit signed mono audio signals

with different proprieties: piano, rock, electric guitar, organ,

saxophone, and pop, sampled at 44.1 kHz with the length

Table 3. Subjective Diff-Grades

SDG Description

0.0 Imperceptible

-1.0 Perceptible, but not annoying

-2.0 Slightly annoying

-3.0 Annoying

-4.0 Very annoying

0 500 1000 1500 2000 2500
22
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40
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experimental
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Figure 3. SNR and Referenced Embedding
Strength S0 for pop.wav.

of about 112 seconds in WAVE format are employed. The

length of watermark bits L in one section is 64, the number

of the elements in one block K is 22, the constant ST is 213
and the threshold value for convergence ξ0 is 0.001. The

values of referenced embedding strength are 800 for piano,

1500 for rock, 2000 for electric guitar (E-guitar), 1500 for

organ, 1000 for saxophone, and 2600 for pop respectively.

The SNRs between the original audio and the watermarked

audio are 30.64dB for piano, 24.15dB for rock, 22.12dB

for E-guitar, 22.26dB for organ, 28.91dB for saxophone,

and 21.68dB for pop. Objectively evaluating audio quality

with respect to the original signal is difficult, for instance

amplitude-scaled audio that may be able to maintain good

perceptual quality, but at the expense of large mean square

errors [9]. Therefore, a series of subjective tests by ten lis-

teners using subjective diff-grades (SDG) were performed.

The meaning of each score of SDG is shown in Table 3 and

the evaluation results of subjective listening test and robust

experiment are presented together in Table 4.

It is apparent that all the average SDG scores are zero or

very close to zero which means that the watermarked audio

and the original audio are perceptually undistinguishable.

In Gaussian noise corruption 1, the signal-to-noise ratios

(SNRs) are 13.49dB for piano, 13.55dB for rock, 13.19dB

for E-guitar, 13.97dB for organ, 13.46dB for saxophone,

and 13.92dB for pop. In Gaussian noise corruption 2, the

SNRs are 19.51dB for piano, 19.57dB for rock, 19.21dB

for E-guitar, 19.99dB for organ, 19.49dB for saxophone,

and 19.94dB for pop. The D/A-A/D conversion referred to

the D/A-A/D attack model presented in [15] and the used

sound card in my experiment is SoundBlast 5.1 live in Cre-

ative. Through Table4, we can see that the proposed method

is robust against various attacks. As mentioned in [15],
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Table 4. Average SDG score of subjective listening test and the BER(%) of manipulations.

Piano Rock E-guitar Organ Saxophone Pop

Gaussian noise corruption1 8.78 0.19 0.02 0.58 6.05 0.02

Gaussian noise corruption2 2.31 0.06 0.00 0.02 1.47 0.00

Resampling (6000Hz) 0.00 0.11 0.02 0.00 0.00 0.06

Requantization (8bits) 0.80 0.08 0.00 0.00 0.05 0.00

MP3 (128kbps) 0.00 0.00 0.00 0.00 0.00 0.00

MP3 (56kbps) 0.00 0.39 0.14 0.00 0.00 0.02

MP3 (32kbps) 0.08 1.95 0.25 0.25 0.00 0.30

D/A-A/D conversion 0.00 0.31 0.03 3.08 0.28 0.78

Average score of SDG -0.2 -0.1 0 -0.2 -0.1 0

quantization-based audio watermarking is very susceptible

to D/A-A/D conversion due to the modification of signal

energy, phase changes, and noises corruption. However, the

proposed method employs AC energy to overcome the mod-

ification of signal energy, uses the combination of coeffi-

cients in a whole block to reduce the affection of noise cor-

ruption and adopts synchronization scheme against phase

changes so called temporal scaling in [15] which guarantee

the robustness to D/A-A/D conversion. The different bit-

number distribution between synchronization codes and in-

formative watermark results in different information capa-

bilities and synchronization rates. Figure 3 shows that the

experimental and theoretical results of SNR between the

origin audio and the watermarked audio are a close match.

5 Conclusions

A novel audio watermarking method in wavelet domain

was presented. The watermarking scheme consists of quan-

tization modulation, and the dynamic changes of the em-

bedding strength based on the contents. We claim that

enough changes of the embedding strength are provided

to make sure that there do not exist the same embedding

strength between different audios. From the experiment re-

sults, it can be concluded that the proposed approach can

provide adequate robustness against various vicious detec-

tions or extractions.
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