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Abstract—Different subjects may express a specific expression in different

ways due to inter-subject variabilities. In this work, besides training

deep-learned facial expression feature (emotional feature), we also consider

the influence of latent face identity feature such as the shape or appearance

of face. We propose an identity and emotion joint learning approach with

deep convolutional neural networks (CNNs) to enhance the performance of

facial expression recognition (FER) tasks. First, we learn the emotion and

identity features separately using two different CNNs with their corresponding

training data. Second, we concatenate these two features together as a

deep-learned Tandem Facial Expression (TFE) Feature and feed it to the

subsequent fully connected layers to form a new model. Finally, we perform

joint learning on the newly merged network using only the facial expression

training data. Experimental results show that our proposed approach achieves

99.31 and 84.29 percent accuracy on the CK+ and the FER+ database,

respectively, which outperforms the residual network baseline as well as

many other state-of-the-art methods.

Index Terms—Facial expression recognition, emotion recognition,

face recognition, joint learning, transfer learning

Ç

1 INTRODUCTION

FACIAL Expression Recognition (FER) is a well defined task, aiming
to recognize facial expressions with discrete categories (e.g., neu-
tral, sad, contempt, happy, surprise, angry, fear, disgust, etc.) or
continuous levels (e.g., valance, arousal) from still images or vid-
eos. Although many recent works focus on video or image
sequence based FER tasks [1], [2], still image based FER still
remains as a challenging problem. First, the differences between
some facial expressions might be subtle and thus difficult to clas-
sify them accurately in some cases [3]. Second, different subjects
express the same specific facial expression in different ways due to
the inter-subject variability and their facial biometric shapes [4],
[5], [6], etc.

These two challenging problems can be visualized in the follow-
ing examples in Fig. 1. The left part of Fig. 1 contains two represen-
tative faces and both of them are labeled with the “sad” facial
expression. However, their eight-category classification scores
have great differences in our initial experiment, which is shown in
Table 1. The prediction for the left subject is reasonable as the “sad”
emotion ranks the top. However, for the person on the right,
the score of “angry” is a little higher than “sad”, which did not
correctly predict her emotion.

Generally, the inter-speaker variability of the faces could
potentially lead to errors in emotion classification because the
neutral face of one subject could already be very similar to the
typical faces of other emotion categories (e.g., the right subject

in Fig. 1 and the “angry” emotion). Furthermore, neural science
studies also show that the facial expression and identity repre-
sentations in human cortex are closely connected to each other
[7]. Therefore, we believe that if we add a compact description
of the subject’s facial identity or biometric information as an
auxiliary input to our model, the FER system can become more
subject adapted and robust against the inter-speaker variability
just as the role of speaker adaptation technique in speech rec-
ognition tasks [8], [9].

Previous works show that deep neural network based meth-
ods have achieved excellent performance in face related recogni-
tion tasks [1], [10], [11], [12], [13], [14], [15]. In face recognition,
Deep Convolutional Neural Networks (CNNs) outperform tradi-
tional methods with hand-crafted features [16], [17], [18], [19],
and even perform better than human beings[10], [11], [12], [20].
However, in FER tasks, the system performance still needs to be
further enhanced. Lack of large scale labeled training data,
inconsistent and unreliable emotion labels and inter-subject vari-
abilities all limit the performance of CNN on the FER task.
Therefore, in this work, we aim to utilize additional face recog-
nition training data to perform identity and emotion joint learn-
ing for FER.

Related to our work, Xu et al. [21] proposed a transfer learning
method from face recognition to FER using CNN directly. Also,
Jung et al. [1] proposed a joint fine-tuning method that jointly
learns the parameters from image sequences. However, unlike
these two methods, we do not transfer the network structures and
parameters from face recognition to FER directly. Instead, we
extract the high-level identity feature from the face recognition net-
work and consider it as an auxiliary input feature for our FER
model. As shown in Fig. 2, we concatenate both the high-level emo-
tion and identity features as Tandem Facial Expression (TFE) fea-
tures and feed it to the subsequent fully connected layers to form a
new network.

In this paper, we adopt the CNN architecture to discover latent
identity and emotion features. First, we pre-train latent emotion
and identity features separatively using two different CNNs
(ResNet [22] for emotion and DeepID [10] for identity) with their
own training data. Furthermore, we merge these two networks
together by concatenating the deep-learned features and feed to a
new fully connected layer. Finally, we use FER training data to
jointly learn the parameters of the merged new network. To the
best of our knowledge, there is no previous work using auxiliary
deep identity feature with deep emotion feature together for joint
facial expression learning.

2 RELATED WORK

In this section, we will introduce two main types of features used
in the FER task, namely hand-crafted features and deep-learned
features.

2.1 Hand-Crafted Feature Based Method

Before deep learning based approaches dominate face recognition
and FER tasks, many works have been conducted based on the
hand-crafted features [3]. These approaches usually perform front-
end feature extraction and backend classification separately [15].
During the stage of feature extraction, traditional features, such as
Local Binary Patterns (LBP) [16], [18], Gabor wavelet coefficients
[17], Scale-Invariant Feature Transform (SIFT) [19], and Gaussian
Face [20] are designed with prior domain knowledge. Moreover,
supervised classifiers, such as SVM [23], feedforward Neural
Network (NN) [24] and Extreme Learning Machine [25], [26] are
adopted for the subsequent modeling.
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2.2 Deep-Learned Feature Based Method

Generally, deep learning based methods outperform hand-crafted
feature based approaches and achieve state-of-the-art performance
on both face recognition [10], [11], [12] and FER [1], [2], [15], [27]
tasks. For example, Sun et al. [12] proposed CNN model and
DeepID features for face recognition. In order to boost the perfor-
mance, Sun et al. [10] proposed a Siamese network to train in face
pairs. Furthermore, CNN models have been widely used in the
FER task. Tang et al. [13] replace the softmax layer with SVM in the
CNN framework and achieved the best accuracy on FER2013 data-
set [28] in the ICML 2013 Representation Learning Challenge.
Emad et al. [29] then proposed a FER+ dataset with more accurate
labels and produced a benchmark on this dataset with VGG13 net-
work. Jung et al. [1] and Zhao et al. [2] both consider temporal
structures on top of CNNs to model the image sequences.

Recent high performance models normally accompany with
deep architectures and a large number of convolutional kernels.
Alex et al. [30] has proposed AlexNet for the ImageNet challenge
and achieve superior performance at that time. Subsequently,
Karen et al. [31] presented their deeper networks with 16 and 19
layers respectively and found that deeper structures can achieve
better performance. Furthermore, He et al. [22] proposed deep
residual network (ResNet) and trained a CNN with 152 layers.
ResNet can converge faster and perform more accurately due to
its residual learning mechanism, shortcut connection [22] and
batch normalization [32]. Also, Christian et al. [33] proposed Goo-
gleNet and its inception_v4 architecture. They further combined
the residual network architecture with Inception-v4 as Inception-
ResNet [34] and achieve better performance on the ImageNet
dataset [35]. In this work, our approach adopts deep ResNet and
CNN for their high performance and less chance of overfitting on
image related tasks.

2.3 Transfer Learning with CNN

A recent work proposed by Xu et al. [21] used transfer learning
with CNN for FER. The difference between our work and their
work is that we learn both the emotion and identity features using
two separate deep convolutional neural networks and construct a
deep-learned Tandem Facial Expression feature in the merged
model instead of just transferring the weights of the pre-trained
face recognition networks and fine-tuning. Compared with the
work by Jung et al. [1], we use feature-level concatenation of deep-
learned identity and emotion features to form a new network with
joint learning rather than fine-tuning two softmax layers with the
landmark-based features.

3 OUR APPROACH

In this section, we will introduce our proposed method in details.

3.1 Overview of our Network Architecture

As shown in Fig. 2, our model consists of two CNNs. The left
one is the DeepID network proposed in [10], [12], containing
four convolutional layers. Actually, the architecture we use is
the same as the ConvNet structure proposed in [10], which
learns fully-connected layer (DeepID2 feature) from both the
third and fourth convolutional layers, generating a compact fea-
ture representation with 160 dimensions. The right network is
constructed according to the deep ResNet [22] and we choose
the ResNet18 structure and also build a shallower network
called ResNet12 for different tasks based on the size of the input
images and the size of datasets. In ResNet, we use shortcut con-
nection for deep residual learning and batch normalization
layers [32] for faster convergence and better accuracy. We do
not use fully-connected layer (FC) to flatten the feature maps.
Instead, we use global average pooling (Gap) to generate a com-
pact representation with reduced number of parameters [22].
But for convenience, we still use fully-connected layer to model
the concatenated TFE features.

Fig. 2. Our model consists of two convolutional neural networks. The left one rep-
resents the DeepID network learning the identity features. The right deep residual
network is trained with facial expression databases. After training separatively, the
identity feature and the deep-learned emotion feature are concatenated as the
TFE features and feed to the subsequent fully connected layers. Finally, we
perform joint learning on the new merged network using only the facial expression
database.

Fig. 1. Two example face images with ”sad” facial expressions. The left part is the original faces of these two subjects and the right part is the faces with detected
landmarks.

TABLE 1
The Predicted Scores on 8 Facial Expression Categories

for the Two Example Images in Fig. 1

Figure Neutral Angry Contempt Disgust Fear Happy Sad Surprise

Left 0.2536 0.0042 0.0038 0.0004 0.0025 0.0003 0.7332 0.0020

Right 0.0002 0.5110 0.0 0.0009 0.0001 0.0001 0.4876 0.0001
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Actually, the left and the right networks are considered as a
merged joint network in Fig. 2. During training, the features of
DeepID network and ResNet are concatenated as the input for
fully-connected layers and jointly learn the entire network for
FER tasks. In order to guide this merged network to extract
identity and emotion features, we do not train from scratch but
pre-train the weights of both two sub-networks separately with
the corresponding datasets except the fully connected layer.

Deep residual network (ResNet) has achieved great success
in multiple challenges [22]. ResNet is based on the deep resid-
ual learning framework and it is easier to optimize the residual
rather than the original mapping. Therefore, in our work we
adopt ResNet for training emotion features. Specifically, the
architecture of residual networks is made up of the following
two blocks shown in Fig. 4. The left one, called “identity block”,
contains a shortcut link connecting the input x to the convolu-
tion output. The right one, called “projection block”, contains a
convolution operation in the shortcut connection, aiming to
ensure the same output size of feature maps using a 1� 1 con-
volution with a stride of 2 while doing the element-wise sum at
the output.

In our work, the right block is used to increase the number of
convolutional kernels and decrease the output size of feature maps
by half. The stride for each convolution operation is 2 and there is
no max-pooling layer. After the last convolution operation, we use
Global Average Pooling layer to generate a 64-dimensional emo-
tion feature as shown in Fig. 2. Considering the size of datasets,
we use two ResNet structures. The first one is ResNet18 structure
for processing the FER+ dataset [29] with over 35 k 48� 48 images.
For the smaller dataset, CK+, we reduce the number of parameters
by removing four identity building blocks when n ¼ 16; 16; 32; 64
and adding one project building block when n ¼ 16. We call this
shallower network as ResNet12. We adopt batch normalization
after each convolution and before the rectified linear unit (ReLU)
activations [22], [36]. The architectures of these two ResNets are
shown in Fig. 3.

3.2 Identity and Emotion Feature Concatenation

Suppose that the identity and emotion features of an arbitrary
input image are represented as Zi and Ze, respectively. Then, we
can reconstruct the new TFE representation Ztfe by concatenating
Zi and Ze together.

However, sometimes the deep-learned Zi and Ze features are
not in the same scale because both network structure and training
data are different. In our work, we first normalize Zi and Ze with
batch normalization [32]. Then we concatenate these two features
together to form the TFE feature Ztfe.

4 EXPERIMENTAL RESULTS

4.1 Datasets

In this work, we evaluate the proposed method on two popular FER
datasets, namely Extended Cohn-Kanade (CK+) database [37] and
FER+ database [29]. These two FER datasets are used for deep-
learned emotion feature extraction and joint learning, while the iden-
tity features are learned from the CASIA-WebFace database [38].

� CASIA-WebFace [38]: In this dataset, the face images are col-
lected from the Internet, containing 10,575 subjects and
494,414 images. It is usually considered as a standard large
scale training dataset for face recognition challenges [39].

� LFW: LFW (Labeled Faces in the Wild) dataset contains
13,233 face images from 5,749 identities collected on the
Internet. As a benchmark for comparison, LFW suggests
reporting performance with 10-fold cross validation using
splits they have randomly generated (6,000 pairs) [39]. In
this study, the LFW database is adopted purely as a stand
alone testing data to evaluate the quality of our identity
features trained by the CASIA-WebFace dataset.

� CK+: The CK+ database includes 327 image sequences with
labeled facial expressions. For each image sequence, only
the last frame is provided with an expression label. In
order to collect more images for training, we usually
selected the last three frames of each sequence for training
or validation purpose. Additionally, the first frame from
each of the 327 labeled sequences would be chosen as the
”neutral” expression. As a result, this dataset can provide
totally 1308 images with 8 labeled facial expressions. For
testing, we follow the 10-fold cross validation testing pro-
tocol on the CK+ database.

� FER+: This dataset comes from the face expression recogni-
tion challenge [28] in the ICML 2013 Representation Learn-
ing Workshop. It consists 28,709 48� 48 face images for
training. The test set has 3,589 images and there are totally 7
discrete facial expressions (anger, disgust, fear, happiness,
sadness, and surprise) for classification. However, due to
its noisy labels, this dataset is labeled again using crowd-
sourced services [29]. In this study, we simply use majority
voting to derive the new set of labels for our experiments.

Fig. 4. The building blocks of our residual network. n denotes the number of filters
in convolution.

Fig. 3. Our ResNet12 and ResNet18 architectures. ”project”, ”identity” and ”gap”
are projection block, identity block and global average pooling, respectively.
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4.2 Parameter Settings

For the DeepID network, we follow the same parameter setting in
[12], with a 160-dimensional representation in the fully-connected
layers. A dropout layer is used after the DeepID layer, with a prob-
ability of 0.4 to reduce over-fitting [40].

For the deep ResNet, we have two different settings for the
number of layers. We use the ResNet18 architecture for the FER+
dataset but use a shallower network ResNet12 for the CK+ dataset,
which has much less data for training and testing.

As for Stochastic Gradient Descent (SGD) method during
back propagation [41], we apply different parameters in CK+
dataset and FER+ dataset. For CK+, we initialize the learning
rate as 0.16 and 0.01 respectively for ResNet and DeepID net-
work with a mini-batch size of 128 and a momentum of 0.9 [42].
The networks in our model are trained for up to 200 epochs and
fine-tuned for up to 100 epochs as well. For FER+, the learning
rate is initialized as 0.1 for ResNet training and 0.001 for final
joint learning.

4.3 Pre-Processing

For CASIA-WebFace dataset, we need to use pre-processing pipe-
line, including face detection, face landmarks detection face align-
ments and face cropping. We use the tools from mmlab, CUHK
[43] to detect face and landmarks. After these processing steps,
those missed faces are removed and there are totally 435,863 faces
remaining. Then we use a template (the first image) in the LFW

[39] dataset to align the faces in the CASIA-WebFace. Finally,
images from the datasets we use (CASIA-WebFace, CK+, LFW)
will be cropped in the same way retaining the eye brow and jaw.
As LFW provides a deep-funneled version and CK+ is collected
containing the frontal whole faces, there is no need to do face align-
ment. FER+ has been pre-processed and cropped as well.

During training the DeepID network using CASIA-WebFace,
we randomly select one image from each person for validation and
therefore generate a validation set of 10,575 images, while the
remaining images are used for training. It is worth noting that the
training set of CASIA-WebFace is augmented with horizontal flip-
ping while the training set in FER+ is augmented with horizontal
flipping, shifting and rotation. In addition, all the images are pre-
processed with per-pixel mean subtraction and standard deviation
normalization [13].

4.4 Evaluation of Identity Features on the LFW Database

After the pre-processing step, we train our DeepID network for
extracting the auxiliary identity feature on CASIA-WebFace. After
training 200 epochs for DeepID network, the accuracy on LFW for
face verification can achieve 91 percent using cosine similarity with
a 0.15 threshold.

Since our goal is to extract a reasonable good quality identity
feature, we may not need to fully optimize the face verification per-
formance on LFW. We use a single DeepID network and single
patch for each face image without any ensemble method.

Fig. 6. Training and validation performance on the FER+ dataset during the train-
ing and the joint learning stage.

Fig. 5. Training and validation performance on the CK+ database during the train-
ing and the joint learning stage.
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4.5 Evaluation of FER on the CK+ Database

During the 10-fold cross validation testing, we train our ResNet
from scratch for each rotation with 200 epochs. After the first
step training, we combine these two networks, which extract
identity features and emotion features respectively, to form a
224-dimensional TFE representation. Finally, we jointly learn
the parameters of the merged network with the CK+ training
data.

One example of the training and joint learning process on the
CK+ database is provided in Fig. 5. The training accuracy (blue)
increase gradually while the validation accuracy (orange) increase
with fluctuation but finally converge to 97.56 percent. In the joint
learning stage using the TFE feature, the accuracy on the validation
set converges faster and better than the first training stage and can
achieve up to 99.24 percent. As shown in Table 2, the performance
of our proposed method outperforms the ResNet baseline by
1.68 percent absolutely.

Besides the comparisons with our own implemented baselines,
we also compare our method with other state-of-the-art app-
roaches. Our method can achieve around 2 percent absolute
improvement compared with PPDNmodel [2] as shown in Table 3.
Actually, the sequence-based PPDN also can achieve 99.3 percent
accuracy on the test set but it was pre-trained on CASIA-WebFace
and used the whole sequence of images in CK+ for training, which
does not match with our experimental setting (only the first one
and the last three frames of each CK+ sequence are used).

4.6 Evaluation FER on the FER+ Database

Similarly, we show the performance of our proposed methods on
the FER+ dataset in Table 4 and Fig. 6. We train these two models
on the training set and evaluate them on the private test set. We
mainly focus on the private test set for direct comparison with
VGG13(MV) proposed by [29]. Specifically, we train our ResNet18
on the training set with 200 epochs and the pre-trained accuracy is
83.1 percent on the private test set. Then we jointly learn the net-
work using TFE features generated from DeepID and ResNet, get-
ting an improvement up to 1.2 percent from 83.1 to 84.3 percent.

In Table 5, we compare our methods with the state-of-the-art
approaches on FER2013 and FER+. The work DLSVM-L2 has been
presented in [13] and ranks the top in the ICML2013 Representa-
tion Learning Challenge on the FER2013 dataset. The VGG13(MV)
system outperforms the DLSVM-L2 baseline as it used new labels
on FER+. Therefore, we just compare our proposed TFE-JL method
with VGG13(MV). As shown in Table 5, the proposed TFE-JL
method also achieves 0.5 percent accuracy gain compared with the

average performance of VGG13(MV) model, which again shows
the advantage and effectiveness of the proposed identity and emo-
tion joint learning framework.

We also implement the single network transfer learning method

in [21] by directly using the deep-id identity feature learned from

CASIA-WebFace as inputs for the subsequent SVM modeling on

FER+ database. Results in Table 5 show that our proposed joint

learning method also outperforms the single network transfer

learning approach.

Furthermore, considering the problem that the face images in

FER2013 or FER+ dataset are not aligned as well as in CASIA-

WebFace used for pre-training the DeepID network, the gain of

our joint learning approach on FER+ may not be as large as in the

CK+ database.
In order to demonstrate how our proposed identity and emo-

tion joint learning method improves the FER performance, we list
the output scores of 8 facial expression categories on ten represen-
tative face images from the test set in Table 6. These face images

TABLE 2
Average Accuracy on CK+ of our Models Using 10-Fold

Cross Validation

Our Methods Average Accuracy on CK+

ResNet12 97.56%
TFE-JL 99.31%

TABLE 3
Comparion with State-of-the-Art Methods

Methods Average Accuracy on CK+

DTAGN(Weighted Sum) [1] 96.9
DTAGN(Joint) [1] 97.3
IntraFace [44] 96.4
BDBN [15] 96.7
CNN [45] 95.8
PPDN [2] 97.3%
TFE-JL 99.3%

TABLE 4
Accuracy on FER+ of Our Proposed Methods

Methods Accuracy on FER+

ResNet18 83.1%
ResNet18 + FC 83.4%
TFE-joint learning 84.3%

TABLE 5
Accuracy on FER2013 with Old and New Labels Compared with

the State-of-the-Art Methods

Labels Methods Accuracy on FER2013

Old DLSVM-L2 [13] 71.2%
FER2013 Zhou et al. [28] 69.3%

MaximMilakov [28] 68.8%
Radu+Marius+Cristi [28] 67.5%
Our implementation of [21] 71.1%

New VGG13(MV) [29] 83.8%
FER+ TFE-JL 84.3%

TABLE 6
The Predicted Scores of Those Representative Images in Fig. 7

Using ResNet and Our TFE Joint Learning Method

Image Neutral Happy Surprise Sad Angry Disgust Fear Contempt

1 0.0 0.0093 0.9905 0.0767 0.0 0.0001 0.0001 0.0

0.0 0.6180 0.3726 0.0 0.0005 0.0012 0.00072 0.0004

2 0.0023 0.3341 0.6633 0.0 0.0001 0.0 0.0 0.0001

0.0005 0.6191 0.3493 0.0 0.0200 0.0076 0.0032 0.0002

3 0.4771 0.0 0.0 0.5229 0.0 0.0 0.0 0.0

0.7262 0.0 0.0 0.2735 0.0 0.0002 0.0 0.0

4 0.3601 0.6396 0.0 0.0 0.0 0.0 0.0 0.0003

0.6632 0.3219 0.0002 0.0001 0.0058 0.0005 0.0003 0.0081

5 0.4883 0.0 0.0 0.5097 0.0020 0.0001 0.0 0.0

0.7153 0.0 0.0 0.2837 0.0003 0.0005 0.0001 0.0002

6 0.4172 0.0 0.0 0.5798 0.0002 0.0006 0.0 0.0022

0.7978 0.0 0.0 0.1997 0.0001 0.0013 0.0001 0.0009

7 0.4940 0.0 0.0 0.0019 0.5037 0.0004 0.0 0.0

0.5742 0.0 0.0006 0.0047 0.4027 0.0097 0.0017 0.0063

8 0.0059 0.0 0.0 0.1972 0.7967 0.0 0.0 0.0001

0.0095 0.0 0.0 0.7818 0.2000 0.0017 0.0049 0.0020

9 0.3260 0.0007 0.2076 0.0275 0.0016 0.0020 0.4337 0.0010

0.7291 0.0081 0.0612 0.0347 0.0397 0.0683 0.0420 0.0168

10 0.0983 0.0 0.3654 0.0006 0.0096 0.0 0.5260 0.0002

0.0560 0.0 0.5034 0.0046 0.0176 0.0106 0.4046 0.0031

For each face image, the first line is the output score using the ResNet baseline
and the second line is the output score of our TFE joint learning method.
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are misclassified using our baseline (ResNet) model but are cor-
rected by the proposed identity and emotion joint learning method.
As shown in Fig. 7, these images were first misclassified, the reason
might be their appearances. For example, image (5) looks “sad”
and image (7-8) look “angry”. By adding their identity information
as an auxiliary input to our FER model, the TFE joint learning
approach could reduce the inter-subject variability.

5 CONCLUSION AND FUTURE WORK

In this work, we learn both the emotion and identity features using
two separate deep convolutional neural networks and construct a
deep-learned Tandem Facial Expression feature by feature level
concatenation. We perform fine-tuning on the newly merged
model instead of just transferring the weights of the pre-trained
face recognition networks. Experimental results show that the pro-
posed approach outperforms the residual network baseline as well
as many other state-of-the-art methods on two popular FER data-
bases, namely CK+ and FER+. Future works include investigating
the effect of face image format differences or alignment mismatch
between face recognition data and FER data as well as exploring
other transfer learning and multi-task learning methods for the
FER task.
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