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Abstract
The goal of the ongoing ComParE 2018 Atypical Affect sub-
challenge is to recognize the emotional states of atypical in-
dividuals. In this work, we present three modeling methods
under the end-to-end learning framework, namely CNN com-
bined with extended features, CNN+RNN and ResNet, respec-
tively. Furthermore, we investigate multiple data augmentation,
balancing and sampling methods to further enhance the system
performance. The experimental results show that data balancing
and augmentation increase the unweighted accuracy (UAR) by
10% absolutely. After score level fusion, our proposed system
achieves 48.8% UAR on the develop dataset.
Index Terms: computational paralinguistics, atypical affect,
end-to-end framework.

1. Introduction
Disability is defined as a physical condition that may affect
an individuals ability to communicate, to interact with others,
to learn or to function independently. According to the latest
research by American Community Survey (ACS), it was esti-
mated that, in the year of 2016, over 12.8 percent of the popu-
lation in the United States reported a disability [1]. People with
disabilities often have atypical behaviors, moods, feelings, and
expressions. Accurately understanding their behaviors and in-
terpreting their emotions are very crucial for the diagnosis and
treatments.

In this paper, we aim to develop a speech-driven end-to-end
framework to recognize and understand the emotions of people
with disabilities. The task is proposed as part of the INTER-
SPEECH 2018 Computational Paralinguistics Challenge[2].
The data offered in this challenge is called the EmotAsS (EMO-
Tional Sensitivity Assistance System for people with disabil-
ities) dataset, which consists of the audio files recorded dur-
ing the communication between the atypical individuals and the
therapists. The labels of the data are their emotional states while
communicating, including Angry, Happy, Sad and Neutral, an-
notated by volunteering annotators.

Many existing works have been performed on the speech
emotion recognition (SER) task. Some acoustic features, such
as the Geneva minimalistic acoustic feature set (GeMAPS)[3],
Compare acoustic feature set[4] and Bagof-Audio-Words
(BoAW) feature set[5], combined with traditional machine
learning methods, have been proved to be effective for rec-
ognizing the human emotions from their speech signals. Re-
cently, deep learning has made substantial achievements in
the computational paralinguistics field. Among those general
paralinguistic tasks, like speaker identification[6][7], language
identification[8][9] and speech emotion recognition[10][11],
deep learning methods have been widely used due to the su-
perior performance.

However, in [2], the End-to-end Deep Learning framework,
end2you network[12], did not achieve a better UAR compared
to other three baseline systems on the test set. Moreover, the
end2you framework clearly suffers from overfitting, its perfor-
mance on the test set is 12% lower than the result on the devel-
opment set. This might be because the scale of the dataset is
not large enough to drive the deep learning networks to learn a
good feature from the waveform directly and to make an accu-
rate classification. In the EmotAsS database, there are only 9.2
hours of speech, collected from just 15 individuals in total. Fur-
thermore, the labels of the data are severely unbalanced. More
than 68% of the data in the training and development sets are la-
beled as Neutral. Therefore, some data augmentation and data
balancing methods may need to be applied in the framework.

Accordingly, in this paper, we firstly investigate different
types of features as input in the end-to-end framework, in-
cluding the raw wave data, the constant Q transform (CQT)
spectrogram[13] and the short-time Fourier transform (STFT)
spectrogram[14]. And then we apply three different neural net-
work setups in the end-to-end learning framework, including a
traditional CNN+RNN, a ResNet and a CNN combined with ex-
tended features. The ResNet, according to the previous works,
generally shows a strong performance in a variety of pattern
recognition tasks[15], and may be a better solution to this task.
And the CNN combined with extended features is another neu-
ral network structure we proposed, combining the convolutional
neural network with extended feature set to enrich the features.

Furthermore, we propose our methods in data augmentation
and data balancing, which achieve significant improvements in
the end-to-end framework. Firstly, we have to augment the data
as well as maintain the characteristic of emotion to enhance the
performance of end-to-end framework. Then, in order to make
the dataset labels balanced, we apply a sampling method to en-
rich the data labeled as Angry, Happy and Sad, which have less
training samples. As a result, after performing data augmen-
tation and balancing, our end-to-end framework works much
better and can outperform the baseline on the development set.

The rest of this paper is organized as follows. In section 2,
we describe the proposed methods in details. The experimental
results are presented in Section 3 while conclusions and future
works are provided in Section 4.

2. Methods
2.1. Data pre-processing

2.1.1. Data preparation

In order to feed the data into our neural network, we firstly
need to chop the raw audio signal into multiple 100ms long
segments. We also tried the 0.5s and 40ms long segments, but
the results are almost same. Then we extract the spectrogram



from audio data as the input of neural networks. Among vari-
ous kinds of spectrograms, we mainly focus on the constant Q
transform (CQT) spectrogram and the short-time Fourier trans-
form (STFT) spectrogram.

2.1.2. Data Balancing

In the EmotAsS dataset, the imbalance of data distribution
on different classes prevents the good performance of neural
network[16]. In the development set, the number of samples
in Angry class is only 1/56 of the ones in Neutral class. Fur-
thermore, the duration of each segment is only 100ms. Thus
the conventional balancing method, the time shift method[17],
is not applicable in this scenario.

To address the data imbalance problem, we use the sam-
pling method to augment the data labeled as Angry, Happy and
Sad, which suffer from the data sparsity. To be specific, in every
batch of data that we load from the disk to GPU to train the net-
work, we use sampling without replacement to retrieve samples
from the data labeled as Neutral, and perform sampling with re-
placement for other emotion states. In this way, we make sure
all the data is used in training and maintain the diversity of train-
ing. Besides, we also develop some preference in the sampling,
making the rate neutral: angry: sad: happy = 5:4:4:5. After each
round of sampling, we can fetch a batch of data which is rele-
vantly balanced among all the four classes, and we feed each
batch of data into the end-to-end framework. In this way, we
not only re-balance the data, but also augment the data set for
training.

2.1.3. Data augmentation

To enrich the data and enhance the performance of our neural
network model, we perform the data augmentation in the raw
data set. In detail, we change the speed of the recorded audio
to enrich our data set. In this way, we can create multiple data
samples with slightly modified speed ratio. This may help in
handling the overfitting issue.

2.2. Deep Neural Networks Structure

In our model, to predict the emotion of atypical individuals, we
mainly used three end-to-end learning models, the traditional
convolutional neural network (CNN) with recurrent neural net-
work (RNN) model, the ResNet model and the new model,
CNN combined with extended features.

2.2.1. CNN+RNN

The first one is the traditional CNN+RNN model, using a con-
volutional neural network (CNN) to extract features from the
raw data and then a subsequent recurrent neural network (RNN)
with Long Short-Term Memory (LSTM) to further analyze the
features extracted from CNN, finally a full connected network
with softmax function to classify the output from RNN. More
specifically, our network structure is described in Tabel 1.

2.2.2. ResNet

The second model is the ResNet. We use the ResNet to ex-
tract the features from the spectrogram, and feed the outputs
into the full-connected layers to perform classification. The de-
tailed structure of ResNet is shown in Table 2.

Table 1: CNN+RNN Network Structure

Network Detail

CNN conv1: 16 5×5 kernels, 1 stride
pooling: 3×3 pool, 1×2 stride
conv2: 32 3×3 kernels, 1 stride
pooling: 3×3 pool, 1×2 stride

Reshape batch size×the time axis×rest

RNN LSTM with 128 hidden units
LSTM with 128 hidden units

Classification layer softmax

Table 2: Structure of Our ResNet Model

block name configuration

conv1 64 5×5 kernels, 1 stride
pooling 3×3 MaxPool, 2 stride

conv block 64 5×5 kernels
64 5×5 kernels
256 5×5 kernels

identity block×2 64 5×5 kernels
64 5×5 kernels
256 5×5 kernels

conv block 128 5×5 kernels
128 5×5 kernels
512 5×5 kernels

identity block×3 128 5×5 kernels
128 5×5 kernels
512 5×5 kernels

AveragePooling 3×3

Classification layer full-connected 512
full-connected 256
softmax 4

2.2.3. CNN combined with extended features

In this model, we first use CNN to extract some features from
the raw data, and then combining it with the extended acoustic
feature set extracted by openSMILE[18], and at the end using
the three-layer full connected network to classify the fused fea-
tures. In this model, we aim to enrich the features and because
in the baseline, COMPARE Acoustic Feature Set works well in
the data set. The detailed structure is shown in Figure 1.

2.3. Different features with SVM classifier

According to the baseline[2], the SVM classifier with differ-
ent features as input can all work better than the end-to-end
framework in the test data set. Thus, in our SVM system,
we select Compare acoustic feature and Bagof-Audio-Words
(BoAW) features as the input of SVM, in order to enrich the
methods of our system.

3. Experimental Result
In this section, we will evaluate our method using the un-
weighted average recall (UAR) on different modules, including
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Figure 1: Structure of CNN combined with extended features.

the end2you and SVM module in the baseline[2].

3.1. End-to-end framework

Here we mainly discuss about the end-to-end learning frame-
work, including the CNN+RNN model, ResNet model and the
CNN combined with extended feature model. We focus on how
different data preparation, augmentation and balancing influent
our system.

3.1.1. Input features

We use three different features as the input of our end-to-end
framework, the raw wave data, the constant Q transform (CQT)
spectrogram and the short-time Fourier transform (STFT) spec-
trogram. The STFT spectrum achieves better performance
against the CQT spectrum. Therefore, the rest of our exper-
iments are based on the STFT spectrum. The results on the
development set showed in Table 3 are base on the traditional
CNN+RNN model without data augmentation or balance.

Table 3: Performance of different input features on the develop-
ment set

Input type UAR[%]

raw wave data 25.0
CQT spectrogram 26.18
STFT spectrogram 27.46

3.1.2. Data balancing

After we apply our data balancing approach in training, each
model we adopt improves significantly in predicting the emo-

tion. Especially, the CNN+RNN model achieves 45.01% UAR
in the development set, 17.55% higher than the original imbal-
anced data. Moreover, although the CNN combined with Com-
pare acoustic feature model achieves better performance than
the CNN+RNN approach in the original imbalanced data, it
cannot work as well as the CNN+RNN method in the balanced
training data. The results with and without data balancing are
shown in the Table 4.

Table 4: Performance of different systems with or without data
balancing on the development set

UAR[%] Imbalanced Balanced

CNN+RNN 27.46 45.12
CNN combined with features 29.56 34.33
ResNet 28.94 37.78

3.1.3. Data augmentation

After we balance the data, we can find out from Table 4 that
the CNN+RNN model achieves the best performance. There-
fore we use the CNN+RNN system to evaluate different data
augmentation methods.

As we discussed, we change the speed of speech to augment
the training data, and keep the development set and test set un-
changed. In our system, we perform 4 different speed ratios in
modifying the speed of audio, namely 0.8, 0.9, 1.1 and 1.2. As
a result, we find out that the difference of the results among dif-
ferent speed ratios is quite small, and slowing down the speed a
little bit is relatively better than speeding up. Comparing with
the data without been augmented, adding data with every ratio
is useful. The detailed result is presented in Table 5.

Table 5: Performance of different speed change ratios in data
augmentation on the development set

speed rate UAR[%]

0.8 47.07
0.9 47.76
1.1 46.61
1.2 45.52
no augmentation 45.12

3.2. Fusion module

As shown in Table 5, we fused the scores of our end-to-end
module with the scores of the SVM baseline together to further
boost the performance.

Table 6: Results of score level fusion on the development set

Modules UAR[%]

COMPARE features + SVM 37.8
COMPARE BoAW + SVM 40.5
End-to-end 47.76
Score level fusion 48.80

Unfortunately, our fused result still suffers from overfitting.
The final fusion result on the test set is 41.37%, a 7% degra-
dation compared to the one on the development set. Regarding



to the confusion matrix, shown in Table 7, we can find out that
Happy class is the most difficult one for our system on the de-
velopment set while the unsatisfied performance on both Happy
and Sad classes on the test set results in the performance degra-
dation. This may be due to the overfitting in tuning the best
configurations and parameters on the development set, and the
mismatch between different partitions of the corpus.

Table 7: The confusion matrix for the emotion recognition task
with our final fusion model (upside) on the test set (below) on
the development set

angry happy neutral sad
angry 192 36 36 8
happy 326 92 184 48
neutral 272 101 1184 467
sad 23 4 92 34

angry happy neutral sad
angry 34 0 10 6
happy 147 101 335 382
neutral 168 207 1331 1136
sad 9 4 86 230

4. Discussion
As shown in [2], the baseline end-to-end framework suffers
overfitting with limited and imbalanced data samples.

In our work, the overfitting issue has been mitigated at some
certain level. Take the CNN+RNN model as an example, it
achieves 45.12% on the development set, and 42.27% on the
test set. Comparing with the end2you baseline, the overfitting
problem is not that severe, but still challenging. However, the
results from the ResNet and the CNN combined with features
module, are not promising. One possible reason may be the lack
of large scale training data.

As for the small scale and imbalanced training data, our
methods generally achieved significant performance improve-
ments on the development set. According to the experiments
result presented above, the data balancing method increases
the UAR by more than 10%. Besides, the data augmentation
method we proposed also improves the performance.

To sum up, our proposed end-to-end module is 7% better
than the best performance of the baseline systems on the devel-
opment set. After score level fusion, the performance is further
enhanced by 1% on the development set.

5. Conclusion
The computational paralinguistic task of recognizing the emo-
tion states of atypical individuals is indeed a challenging prob-
lem. In this paper, we propose our data preprocessing meth-
ods and three neural network setups, namely the traditional
CNN+RNN, the ResNet and the CNN combined with extended
features. The CNN+RNN method achieves the best perfor-
mance on the development set.

For example, the scale of database is not large enough to
drive the neural network to learn features with good generali-
ties. Our methods in data balancing and augmentation are ef-
fective to address this issue, but still cannot solve it. In the
future, we will try some new ways in augmenting the data.
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