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Abstract—In this paper, we propose a ‘“Response to Name
Dataset” for autism spectrum disorder (ASD) study as well as a
multimodal ASD auxiliary screening system based on machine
learning. ASD children are characterized by their impaired
interpersonal communication abilities and lack of response. In
the proposed dataset, the reactions of children are recorded by
cameras upon calling their names. The responsiveness of each
child is then evaluated by a clinician with a score among 0, 1
and 2 following the Autism Diagnostic Observation Schedule
(ADOS). We then develop a rule-based multimodal framework
to quantitatively evaluate each child. Our system involves
speech recognition based automatic name calling detection,
face detection/alignment, head pose estimation, and considers
the response speed, eye contact duration and head orientation
to output the final prediction. Compared to existing work,
our dataset characterizes a more precise and detailed scor-
ing system with clinical trial standards, as well as a more
spontaneous setting by incorporating less lab-controlled ses-
sions with dynamic/cluttered environments, multi-pose mobile
captured videos, and flexible number of accompanying adults.
Experiments show that our machine predicted scores align
closely with human professional diagnosis, showing promising
potential in early screening of ASD, and shedding light on
future clinical applications.

1. Introduction

Autism spectrum disorder represents a group of lifelong
neurodevelopmental disorders characterized by ongoing so-
cial problems, repetitive behaviors, as well as limited inter-
ests or activities of the subjects. ASD can not be fully cured,
and early intervention so far presents the best way to achieve
positive longitudinal outcomes. With the rising number of
children suffering autism spectrum disorder (ASD), early de-
tection is becoming increasingly important to maximize the
gain of early intervention. Current most widely used assess-
ment methods include the Autism Diagnostic Observation
Schedule-Generic (ADOS-G) [1] and the revised version
ADOS-2 [2]. However, the interactive, human-in-loop nature
of these methods not only requires the accompany and
administration of clinically trained professionals, but also
demands well-controlled protocols. Their time and labour
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Figure 1. Examples of different sessions from the dataset.

consuming procedures present hindrance to early diagnosis
and intervention despite the high validity.

Recent development in machine learning has led to its
broad applications in neural science, psychology study, gen-
eral health care, emotion recognition [3], [4], [5] and behav-
ior analysis [6], providing data-driven means to intelligently
analyze ASD patterns and making it possible to conduct
sophisticated ASD studies with large-scale multimodal data.
Previous behavioral studies indicate that ASD individuals
tend to show abnormal visual attention [7], [8], [9], [10],
[11], [12]. As a result machine learning based approaches
[13], [14] were proposed to identify ASD children based
on eye movement patterns. Others include studies that use
machine learning to identify ASD children based on mo-
tor abnormalities, or use machine learning to optimize the
diagnosis process [15], [16], [17] with fewer test items.

One of the key symptoms of ASD patients is their im-
paired interpersonal communication ability. Studies showed
that individuals with ASD respond to their Names differently
from typical developing (TD, which means non-ASD) ones,
and the decreased tendency to name response has been
found across studies [18]. In addition, such criteria is widely
adopted in early screening and diagnostic assessments to
identify early signs of autism. In particular, a clinician calls
the name of a child, and scores based on whether and how
quick a clear response can be observed. This motivates us to



reproduce similar evaluation process with vision and learn-
ing techniques in order to reduce the required human inter-
action and expertise. Our major contribution in this work is
twofold: First, we propose a “Response to Name Dataset”
where adults and children interact in a relatively spontaneous
way. As illustrated in Fig. 1, the collected videos contains
both more lab-controlled sessions with cleaner background
and HD cameras, as well as less controlled ones with clut-
tered backgrounds, more dynamic camera poses and mobile
video capturing devices. By incorporating different sessions
we hope that the children can react in a more natural way,
and that methods can be tested with more challenging real
world scenarios. This also makes future methods developed
on this dataset possible to address retrospective home video
analysis without requiring that the family comes to the
lab venue. Second, we propose a machine learning based
multimodal responsiveness assessment framework. Our hope
is to provide an non-subjective framework with minimized
human interaction and expertise. While currently designed
framework largely follows clinical tradition by looking into
response time and duration, the proposed system is able
to support future extended frameworks with abundant ad-
ditional features, such as head pose, motion and pose-wise
duration.

2. Related Work

Recently, machine learning is playing an increasingly
important role in ASD and psychology studies. The work
of [15], [16], [17] used machine learning to simplify the
test items in conventional clinical assessment methods in an
optimized way. Their goal is to reduce unnecessary items
while maintaining similar testing validity compared to the
original schemes. Liu et al. [13], [14] proposed a bag-of-
words (BoW) framework to represent face scanning patterns
and used SVM to identify high-functioning ASD children.
It was shown that the BoW model is an effective repre-
sentation that helps to discover underlying ASD patterns.
Crippa et al. [19] developed a machine learning method
to identify low-functioning ASD children aged 2-4 based
on upper-limb movement. Their method shows a possible
motor signature of ASD that may be potentially useful in
identifying patients.

Possibly one of the most related literature is the work
proposed by Bidwell and Essa et al. [20]. The authors
established a dataset containing 50 recorded “response to
name” sessions, and explored markerless child head tracking
with a camera recording from the top. The proposed method
marks an important effort towards machine learning based
“response to name” assessment. Our work in this paper
seeks to further boost the application potential of the assess-
ment system by differing from [20] in several aspects: First,
our proposed dataset is relatively less lab-controlled with
more dynamic indoor scenes, video poses, video qualities
as well as flexible number of accompanying adults. While
this presents additional challenge to our task, we believe
it is necessary for developing assessment methods with
stronger robustness and less input requirements. Second, we

perform automatic name calling detection based on speech
processing, while similar task is done manually in [20].
Third, our work adopts a more fine-grained responsiveness
scoring scheme following clinical standards. Instead of using
binary scoring, we follow ADOS with scores among 0, 1 and
2, where “0” indicates clear response, “1” partial response,
and “2” no response.

3. The Proposed Dataset

3.1. Participating subjects

We recruited two groups of children: 22 ASD ones
aged 2-3, and 21 TD, age-matched ones. Both groups are
diagnosed by professional clinicians, and children in the
ASD group are further evaluated comprehensively following
ADOS. Before each experiment, we have obtained informed
consent from children’s parents. An overview is shown in
Table 1.

TABLE 1. OVERVIEW OF THE PARTICIPATING SUBJECTS

Group Average Age | Male | Female
ASD (n=22) 2.33 16 6
TD (n=21) 2.5 19 2

3.2. Collection procedure

The dataset collection procedure is ADOS-inspired, and
follows similar protocol as the “response to name” probes in
the ADOS assessment. In the experiment, each child is given
a simple test where the child sits at a table playing with the
accompanying adults or with toys. A doctor sits behind the
child and calls his or her name in a natural tone. If the
child turns around showing eye contact with the doctor, the
test is completed. Otherwise, the doctor will repeat the call
for additional 2 times. The whole process is recorded by a
camera placed approximately behind the doctor (above the
shoulder). The camera is expected to capture the eye contact
from the child once he or she responds to the name calling.

The proposed dataset contains sessions with dynamic
and challenging scenarios. Our expectation is to offer the
children a more natural environment so that their reaction
may better reveal their psychological status. As a result we
do not impose too much control on the input video. Besides
allowing dynamic camera poses, cluttered backgrounds and
multiple accompanying adults, some scenarios contain un-
uniform illumination and occluded faces, and may be record-
ed by a smart phone rather than professional HD cameras.

3.3. Scoring

We ask a psychological clinician to evaluate each record-
ed video with a diagnostic score based on ADOS. In general,
a clear and fast response and eye contact gives the score of
0, a response after multiple calls gives 1, while no response
after all 3 calls gives 2. Each “response to name test” is
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Figure 2. The proposed multimodal machine learning framework towards “response to name”

associated with one score. It should be noted that although
having considerable correlation, the above assessment is an
evaluation of the responsiveness to name calling, not an
evaluation of autism risk.

4. A Multimodal Assessment Framework

An overview of the proposed multimodal “response to
name” assessment framework is shown in Fig. 2. In this
work, both speech processing and vision based methods are
incorporated to minimize the human annotations in assessing
the responsiveness. In particular, we simultaneously consider
response speed, response duration as well as head pose
information to jointly determine a predicted score. We hope
such method can help to discover atypical response patterns
effectively.

4.1. Automatic name calling detection

A core task in “response to name” experiments is to
locate the time stamps of name callings such that response
latency can be measured. In [20], name calling is annotated
manually and incorporates unnecessary human interaction.
We therefore propose an automatic name calling detection
system based on automatic speech recognition (ASR). In
particular, we designed an ASR system based on Kaldi [21],
a toolbox widely used for speech recognition. The acoustic
model is trained from 1000 hours of Mandarin telephone
conversations with the chain model setup in [21]. In our
experiment, the name of each child is first registered by
our ASR system. The registered name is then matched with
the ASR recognized speech signals throughout the video to
locate the name callings.

4.2. Face detection and alignment

Another important task is to localize the child’s head
since it is the major body part which conveys actions of
response and eye contact. Response and eye contact are
often characterized by facing towards the interacting person.
Such assumption becomes particularly valid when children
suddenly called from behind while being highly focused. As

a result, face detection presents a good method in signaling
children’s response when being called. In this work, we use
the DLib [22] implementation of the face alignment methods
proposed by Kazemi et al. [23] to simultaneously detect
and align the faces. Besides detecting faces, the algorithm
returns 68 landmarkers which later will be used to compute
the head pose. An example of the detected face landmarkers
is shown in Fig. 3.

4.3. Face verification

Since we allow accompanying adults, sometimes they
may also respond to name calling with their faces detected.
As a result, multiple faces from both adult and child can si-
multaneously appear in the same frame, and face verification
is needed to distinguish the desired children’s faces. Again
we register each child’s face in the system and verify every
detected face based on the method proposed in [24]. We also
formulate the verification problem as a structured sequence
prediction problem with temporal information incorporated.
This helps to stabilize and improve the verification perfor-
mance under certain situations.
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Figure 3. The facemarker demonstration

4.4. “Response to name” assessment

With the detected child faces, we are able to propose
a rule-based “response to name” assessment framework.



Similar to conventional clinical diagnosis, our framework
is based on the following two basic assumptions:
Assumption 1: A clear response should happen with
relatively small latency upon calling.

Assumption 2: A clear response should last for a certain
length of duration.

The response latency in the first assumption can be
naturally modeled as:

latency = T¢ — T¢1, (1)

where Ty and T.; indicate the time stamp of the first
detected face and the beginning of the first call, respectively.
The response duration in the second assumption can also be
modeled as:

duration = Ny /frame rate, 2)

where Ny represents the total number of frames containing
detected child faces.

We observe that head pose also presents an important
source of response information. Not only is the pose corre-
lated with the clearness of response, but also it can provide
head motion information that will benefit future assessment
methods. Unfortunately, the DLib face alignment algorithm
does not provide such information. We therefore propose a
light and effective real-time pose estimation based on the
detected landmarkers. We first propose a robust feature to
effectively encode the pose information. Suppose there are
n landmarkers whose coordinate in the frame is represented
as (x;,y;), the head pose feature can be computed as:
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where x; and y; are the normalized relative coordinates of
the ith marker with respect to the left and top most land
markers:
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Since the above feature looks into the differences of all
non-repeated pairwise landmarker combinations, the feature
dimension can be high. This significantly adds computation-
al costs to our head pose algorithm. We note that a large
portion of the dimensions in fact contains redundant and
non-informative information. As a result we apply PCA to
the extracted features and maintain the top 20 dimensions
with the highest energy. Given a training set with labeled
head pose angles and any testing set, we perform face
detection/alignment on both sets and extract the above head
pose features. We then regress the head pose on the test
set by referring to the top K nearest training samples with
majority pose voting.

Upon obtaining the head pose information we incorpo-
rate it in the duration estimation by weighting each frame
with the following biased Gaussian kernels:

duration = Z k(0,0 )/frame rate, 5)
icF
02 0,
k(0. 0y) = exp(ﬁ) exp(ﬂ), (6)

where 0, ; and 0, ; are the horizontal and vertical head pose
angles of the ith detected child face. In our experiment, we
set o, and o, respectively to 45 and 60.

4.5. Score prediction

We perform grid search on both latency and duration,
and optimize a decision tree to predict the responsiveness
score.

5. Experiment Result

5.1. Angle Estimation on the head pose database

We first conduct experiments on the head pose database.
The dataset contains face images of 15 persons with vari-
ations of vertical angle and horizontal angles from -90 to
+90 degrees. We split the dataset into two parts, faces of
10 persons as training set and 5 persons as testing set. the
absolute error of the 480 detected test faces is shown in
Table 2.

TABLE 2. THE ACCURACY OF HEAD POSE ESTIMATION FRAMEWORK

Vertical angle | Horizontal angle
Range -90 - +90 -90 - +90
Mean Abs Error 8.09 6.18

5.2. Result on the proposed database

Besides considering latency and duration jointly, we also
consider applying the rule-based decision tree separately on
each feature. The table3 shows the prediction accuracy of
different methods. One could see that jointly considering
both features returns the best performance. In addition, Table
4 shows the confusion matrix of the proposed method.

TABLE 3. ACCURACY OF DIFFERENT RULES

Weighted Duration | Combined
90.7% 93%

Rule Latency
Accuracy 90.7%

We also visualize the samples with respect to latency and
duration on a 2-D plane. One could see that the features can
clearly separate samples with different ground truth scores.



Figure 4. Examples of failure cases.

TABLE 4. CONFUSION MATRIX OF OUR PROPOSED METHOD
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Figure 5. The relationship between ground truth and estimated duration
and latency

5.3. Failure case study

We note that 3 children were incorrectly identified.
The major reason lies in the failure face detection due to
heavy occlusion or far away distance. Example failure cases
are shown in Fig. 4. These children indeed have positive
responses, while face detector failed in such cases and led
to false final classification.

6. Conclusion

In this paper, we proposed a ‘“Response to Name
Dataset” for autism study. We also proposed a novel multi-
modal machine learning based assessment framework to au-
tomatically predict the responsiveness scores. Experimental
results show that scores predicted by the proposed frame-
work align closely with professional human diagnosis.
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