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Abstract
This paper proposes a new speech bandwidth expansion
method, which uses Deep Neural Networks (DNNs) to build
high-order eigenspaces between the low frequency components
and the high frequency components of the speech signal. A
four-layer DNN is trained layer-by-layer from a cascade of
Neural Networks (NNs) and two Gaussian-Bernoulli Restrict-
ed Boltzmann Machines (GBRBMs). The GBRBMs are adopt-
ed to model the distribution of spectral envelopes of the low
frequency and the high frequency respectively. The NNs are
used to model the joint distribution of hidden variables extract-
ed from the two GBRBMs. The proposed method takes advan-
tage of the strong modeling ability of GBRBMs in modeling
the distribution of the spectral envelopes. And both the objec-
tive and subjective test results show that the proposed method
outperforms the conventional GMM based method.
Index Terms: bandwidth extension, deep neural networks, neu-
ral networks, Gaussian-Bernoulli Restricted Boltzmann Ma-
chine

1. Introduction
Speech bandwidth expansion (BWE) is a technique that at-
tempts to improve the speech quality by recovering the missing
high frequency components using the correlation that exists be-
tween the low and high frequency parts of the wide-band speech
signal. The BWE techniques have been applied to various tasks,
such as speech recognition [1], multicast conference [2], etc.
Many approaches have been proposed for speech bandwidth ex-
tension during the last decades. Generally, these methods can
be classified into two categories: rule-based methods and statis-
tical methods. The rule based methods directly regenerate the
high frequency spectral based on the acoustical knowledge of
the speech signal, e.g. simply copying a portion of the narrow-
band spectrum onto the desired extension frequency compo-
nents [3]. On the other hand, the statistical methods employ
statistical models to estimate the mapping function between the
low frequency and high frequency spectral features [4, 5, 6, 7].
By contrast to rule-based methods, statistical methods can con-
struct more precise mapping functions using statistical models.
Therefore, statistical methods, especially the GMM-based B-
WE methods are widely used [5].

Motivated by the success of Deep Neural Networks (DNN)
in speech recognition [8], we propose to utilize DNN to estimate
a robust mapping function for speech bandwidth extension. Dif-
ferent from the conventional non-linear or linear transformation
approaches, the DNN learns both a linear and a non-linear re-

lationship between the low frequency and high frequency spec-
tral envelopes. Thus, DNN can learn a more detailed and pre-
cise relationship between the low frequency and high frequen-
cy. In our approach, different from the conventional feedfor-
ward neural networks for regression tasks, which are usually
trained using the back-propagation algorithm under the mini-
mum mean square error criterion, a four-layer DNN is trained
layer-by-layer from a cascade of Neural Networks (NNs) and
two Gaussian-Bernoulli Restricted Boltzmann Machines (G-
BRBMs). In the training phase, we first train two exclusive
GBRBMs for low frequency and high frequency to obtain the
deep networks that capture abstractions for each speech. Then,
low frequency feature vectors and high frequency feature vec-
tors are fed into their corresponding GBRBM and high-order
features produced by GBRBMs are used to train a concatenat-
ing neural network between the two GBRBMs. In the recon-
struction phase, the low frequency signal is converted through
the trained NNs in the high-order space, and brought back to the
cepstrum space using the inverse process of the high frequency
GBRBM.

This paper is organized as follows. Section 2 gives an
overview of RBM and GBRBM while section 3 explains our
speech bandwidth extension method. We show our setup and
experimental results in section 4, and section 5 is our conclu-
sion.

2. Preliminaries
Our speech bandwidth extension method uses GBRBM to cap-
ture high-order features. We briefly review the GBRBM and its
fundamental model, Restricted Boltzmann machine (RBM), in
this section.

2.1. RBM

A RBM is a bipartite undirected graphical model. It has a two-
layer structure with one visible layer corresponding to a set of
visible stochastic variables v = [v1, ...vV ]T and one hidden
layer corresponding to a set of hidden stochastic variables h =
[h1, ...hH ]T, where V and H denote the number of units in the
visible and hidden layers [9]. The joint probability p(v, h) of
binary-valued visible units v and binary-valued hidden units h
is defined as follows:

p(v, h) =
1

Z
exp(−E(v, h)) (1)

E(v, h) = −av−T − bh−T − v−TWh (2)



Z =
∑
v,h

exp(−E(v, h)) (3)

where W = {wij} εRI×J , aεRI×1 and bεRJ×1are the weight
parameter matrix between visible units and hidden units, a bias
vector of visible units, and a bias vector of hidden units, respec-
tively.

Because there is no connection between visible units or be-
tween hidden units, the conditional probabilities can be written
as:

p (vj = 1|h) = σ
(
hTW j:

T + aj
)

(4)

p (hi = 1|v) = σ
(
vTW:i + bi

)
(5)

where Wi:, W:jdenote the column vector and the row vector
in W respectively, and σ indicates an sigmoid function; i.e.
σ (x) = 1

1+ex
.

Conventionally, parameters of a RBM are estimated by
maximizing the log-likelihood L = log

∏
n p (vn). Differenti-

ating partially with respect to each parameter, we obtain

∂L
∂Wij

=

〈
vihj

σ2
i

〉
data

−
〈
vihj

σ2
i

〉
model

(6)

∂L
∂aj

=

〈
vi
σ2
i

〉
data

−
〈
vi
σ2
i

〉
model

(7)

∂L
∂bj

= 〈hj〉data − 〈hj〉model (8)

where 〈·〉data and 〈·〉modelindicate the expectations of the input
data and the inner model. Because 〈·〉model is extremely ex-
pensive to compute exactly, the contrastive divergence approx-
imation to the gradient is used, where 〈·〉model is replaced by
running the Gibbs sampler initialized at the data for one full
step [10].

2.2. GBRBM

GBRBM is an extended version of RBM and is suitable for con-
tinuous and real-valued data. The units in the visible layer of the
GBRBM represent Gaussian stochastic variables, while those in
hidden layer represent Bernoulli stochastic variables [11]. The
distribution of the stochastic variable described by the GBRBM
is defined by an energy function

E (v,h|Θ) =

N∑
n=1

(vn − an)2

2σ2
n

−
M∑

m=1

bmhm

−
N∑

n=1

M∑
m=1

vn
σn
wnmhm

(9)

where Θ = (W ,a, b) is the parameter set of an GBRBM,
W εRN×M are weights connecting visible and hidden neuron-
s, a = [a1, ...aN ]T and b = [b1, ...bM ]T are the bias terms of
visible units and hidden units respectively. σ is the standard
deviation associated with a Gaussian visible neuron vn.

The joint distribution p (v,h) over v and h is defined by
the energy function as

p (v,h) =
1

Z
exp (−E (v,h)) (10)

where
Z =

∑
h

∫
exp(−E(v, h))dv (11)
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Figure 1: The structure of the GBRBM BWE system

The distribution of the visible units is then given as

p (v) =
1

Z

∑
h

exp (−E (v,h))

=
1

Z
exp

(
−

N∑
n=1

(vn − an)2

2σ2
n

)
M∏

m=1

1 + exp
(
bm + vTW:m

)
(12)

The parameters in GBRBMs can be optimized to maximize
the log-likelihood function with a stochastic gradient. Once the
parameters are estimated, the conditional probability of h given
v and the conditional probability of v given h are respectively
written as:

p (vi = v|h) = N

(
v;σi

∑
j

hjwij + bi, σ
2
i

)
(13)

p (hi = 1|v) = σ

(∑
i

vi
σi
wij + bi

)
(14)

where N
(
v;µ, σ2

i

)
denotes the probability density function of

the Gaussian distribution with mean µ and variance σ2
i .

3. Speech Bandwidth Extension using
DNNs

3.1. Spectral expansion using DNN

Figure 1 shows a flow chart of our method. The proposed model
is a four-layer feedforward DNN, including an input layer, two
hidden layers and an output layer. In Figure 1, the dashed ar-
row indicates the training phase while the solid arrow indicates
the reconstruction phase. The input and output layers denote
the stochastic variables in the spectral vectors of low frequen-
cy and high frequency respectively. In the training phase, two
GBRBMs are adopted to model the distribution of spectral en-
velopes for the low frequency and high frequency respectively.
Then a NN is employed to model the distribution of the hid-
den variables extracted from the two GBRBMs. In the recon-
struction phase, an input vector of the low frequency is fed to
GBRBMx, NN , GBRBMy in order and then converted to a
high frequency vector y.



To be more specific, the training process and reconstructing
process of the proposed DNN based speech bandwidth exten-
sion is conducted as follows:

Step 1 : Train a GBRBMx using data x of spectral en-
velopes of the low frequency. Then given the visible samples
y and estimated parameters, draw their corresponding hidden
samples hx from the conditional distribution, which is

p (hx,j = 1|x) = σ

(∑
i

xi
σi
wij + bhx,j

)
(15)

hx,j = σ

(∑
i

xi
σi
wij + bhx,j

)
(16)

where bhx are bias vectors of forward inference for low fre-
quency .

Step 2: Train a GBRBMy using data y of spectral en-
velopes of the high frequency. Then given the visible samples y,
draw their corresponding hidden samples hyusing mean-field
approximation from the conditional distribution, which is

p (hy,i = 1|y) = σ

(∑
j

yji
σj
wij + bhy,i

)
(17)

hy,i = σ

(∑
j

yj
σj
wij + bhy,i

)
(18)

where bhy are bias vectors of forward inference for high fre-
quency.

Step 3: In the last step, a NN is trained, with the project-
ed vectors of the low frequency’s acoustic feature hx being the
inputs, and the projected vectors of the corresponding high fre-
quency’s feature hy being outputs. The weight parameters of
the NN are estimated to minimize the error between the out-
put F (hx) and the target vector hy as is typical for a NN .
Once the weight parameters are estimated, an input vector hy

is converted to

h̃y = F (hx) = σ
(
W 2

hσ
(
W 1

hhx + d1

)
+ d2

)
(19)

where W 1
h , W 2

h represents the weight matrices of the first, sec-
ond layer of the neural network, respectively.

During the reconstruction phase, to map the output h̃y of
the NN to the acoustic feature of the high frequency, we just
use backward inference ofGBRBMy using Eq. (14), resulting
in

p
(
y|h̃y

)
= N

(
y;σyW

T
y h̃y + by, σ

2
y

)
(20)

When minimizing the mean square error (MMSE) estimation
rule is adopted for parameter generation, the mapping function
takes the form:

ỹMMSE = E
{
y|h̃y

}
=

∫
Ωy

yp
(
y|h̃y

)
dy

=

∫
Ωy

yN
(
y;σyW

T
y h̃y + by

)
dy

= σyW
T
y h̃y + by

(21)

3.2. Excitation Expansion and power adjustment

Different excitation expansion techniques have been investigat-
ed by many researchers and they can be classified into two
groups. One is reusing the signal components of the LF excita-
tion signal by spectral folding, spectral translation [12]or non-
linear distortion which includes half-wave rectification [13],
full-wave rectification [14], cubic function [15], and the other
one is generating new components by noise/sinusoids generator
[16] or non-linear processing [17]. Utilizing the LF excitation
signal as HF excitation signal results in the best BWE perfor-
mance in terms of sound quality. Therefore, in this paper, we
use this method to predict the HF excitation signal.

It is necessary to adjust the power of the extended excitation
signal to the power of the original high frequency excitation sig-
nal frame by frame. A codebook mapping method is employed
to make the adjustment. To be more specific,

• obtain the energy gain factor g1between the high fre-
quency signal sh and the low frequency signalsl , which
is

g1 = log10

(∑N−1
n=0 s

2
h (n)∑N−1

n=0 s
2
l (n)

)
(22)

• train and store a codebook Cg1 of g1 using conventional
LBG algorithm.

• search an optimal codeword from the codebook Cg1 , ob-
taining the optimal codeword g1 and the corresponding
index i.

• calculate the energy gain factor g2 between the low fre-
quency signal sl and se obtained from low frequency ex-
citation filtered through high frequency synthesis filter ,
which is

g2 = log10

(∑N−1
n=0 s

2
e (n)∑N−1

n=0 s
2
l (n)

)
(23)

• the final gain factor is written as

g =

√
10gi

10g2
(24)

4. Experiments
4.1. Setup

We conducted speech bandwidth extension using one Mandarin
Chinese database and an English database. The first Chinese
speech database is from the NTT Advanced Technology Cor-
poration (NTT-AT) [18]. The data is sampled at a 16-kHz
sampling rate and digitized into 16-bits resolution. The En-
glish database is the TIMIT corpus, which also contains 16 kHz
speech recordings [19]. A high-pass filtering supplied the high
frequency signal. The low frequency signal resulted from a 0.3
to 3.4 kHz band-pass filtering followed by a down-sampling and
up-sampling with a factor 2. We use the core training set defined
in TIMIT (462 speakers and 4620 utterances) and 64 utterances
randomly selected from all speech sound classes in NTT as our
training set. The test set consisted of the core test set defined in
TIMIT and 32 utterances in NTT.

The baseline system in our experiment was the conversional
GMM based BWE. A GMM with 128 components was trained
for the baseline system. The 16-order line spectral frequencies
(LSFs) [20] were adopted as the spectral feature for the low fre-
quency and high frequency. The frame size and the frame shift



for calculating spectral envelopes was set to 20ms and 10ms
respectively. As long as learning of standard deviation is not
quite stable, we fixed σ to 1 and normalize the input spectral
feature vectors to zero mean and standard deviation 1. The con-
trastive divergence (CD) learning with 1-step Gibbs sampling
was employed to train GBRBMs. The stochastic batch gradient
descent algorithm was adopted to update the model parameters.
The size of each mini-batch was set to 12 and the learning rate
was set to 0.0001. The number of epochs of GBRBMs and NNs
were set to 1000 and 300 respectively. The number of hidden
units of a GBRBM was fixed to 300.

We investigated on three neural network structures ( a 1-
layer NN, a 2-layer NN with 1 hidden layer which contains 600
nodes, a 3-layer NN with 2 hidden layers and each hidden layer
contains 600 nodes) for the following experiments.

Both objective and subjective measures were used to eval-
uate the speech bandwidth extension system. The reconstruct-
ed speech was measured objectively in terms of distortion be-
tween original speech and reconstructed speech. The root mean
square log spectral distortion (RMS-LSD) distance in dB and
A-B preference tests were used as the objective and subjective
measurement, respectively.

4.2. Objective evaluation

We measured the RMS-LSD in the missing high frequency (4-8
kHz). The definition of RMS-LSD [21] is as follows,

D
(
A, Â

)
=

√√√√ 1

ω2 − ω1

∫ ω2

−ω1

∣∣∣∣∣20log10

∣∣∣∣∣ Â (ejω)

A (ejω)

∣∣∣∣∣
∣∣∣∣∣
2

dω

(25)
where ω1 and ω2 are the cut-off frequencies of the missing
band; A

(
ejω
)
and Â

(
ejω
)

denote the power spectrum of orig-
inal wideband frame and the power spectrum of corresponding
artificially expanded signal respectively. The smaller the value
of RMS-LSD is, the closer the reconstructed high frequency to
the original high frequency, the better the speech quality is. The
RMS-LSD results are shown in Table 1.

Table 1: RMS-LSD comparison between GMM based BWE and
DNNs based BWE.

Method RMS-LSD(dB)
GMM based method 8.07
DNNs (1-layer NN) 7.56
DNNs (2-layer NN) 7.29
DNNs (3-layer NN) 7.13

4.3. Subjective evaluation

To evaluate the subjective quality of the proposed DNNs based
BWE method, A-B preference tests (A-speech by DNNs based
BWE method, B-speech by GMM based BWE method) were
carried out and a total of 20 subjects were asked to participate in
the preference test. Table 2 shows results of the A-B preference
tests.

As shown in Table 2, the proposed method is significantly
better than the conventional GMM based BWE method, since
DNNs can produce more aurally natural speech than GMM.
However, in this paper, only two GBRBMs were studied. In
the future, a deeper model which can better describe the non-
linear mapping relationship between low frequency and high

Table 2: Subjective preference scores between GMM based B-
WE and DNNs based BWE.

Case Propose
method

no
preference

GMM-based
method

DNNs (1-layer NN) 39 25 36
DNNs (2-layer NN) 42 23 35
DNNs (3-layer NN) 43 23 34

frequency will be used by replacing the GBRBMs with deeper
stochastic neural networks, such as deep belief networks (DB-
N).

5. Conclusion
In this paper, we proposed a new speech bandwidth extension
method using a combination of a low frequency GBRBM, a
high frequency GBRBM and concatenating NNs. In our ap-
proach, two exclusive GBRBMs for low frequency and high
frequency were trained. A NN was then employed to model
the joint distribution of the hidden variables extracted from the
two GBRBMs. In the reconstruction phase, given a low fre-
quency feature vector, the conditional distribution of the high
frequency feature vector can be derived layer-by-layer. Our ex-
perimental results showed the efficacy of the proposed method,
in comparison to a conventional GMM-based method.
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