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Plan for today

▶ ONE story, many concepts/ideas learned in the semester
(with more emphasis on CMs 7-8).

▶ Numbers are not important.
What matters is you are able to identify what tool(s) to use
for every question and are comfortable with applying them.
▶ Therefore, do not fixate on the numerical part of the answers.
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For every ε > 0 ...

Among us is an online multiple social deduction game made by
Innersloth and inspired by the real-world game Mafia. It was a
pretty big thing during the pandemic days.
▶ Disclaimer: I wrote this based on the Among us fandom wiki1 and simplified as

necessary. Please do not nitpick if you are an Among us expert.

1

https://among-us.fandom.com/wiki/

3 / 25

https://among-us.fandom.com/wiki/


For every ε > 0 ...

Among us is an online multiple social deduction game made by
Innersloth and inspired by the real-world game Mafia. It was a
pretty big thing during the pandemic days.

▶ Disclaimer: I wrote this based on the Among us fandom wiki1 and simplified as
necessary. Please do not nitpick if you are an Among us expert.

1

https://among-us.fandom.com/wiki/

3 / 25

https://among-us.fandom.com/wiki/


For every ε > 0 ...

Among us is an online multiple social deduction game made by
Innersloth and inspired by the real-world game Mafia. It was a
pretty big thing during the pandemic days.
▶ Disclaimer: I wrote this based on the Among us fandom wiki1 and simplified as

necessary. Please do not nitpick if you are an Among us expert.

1
https://among-us.fandom.com/wiki/

3 / 25

https://among-us.fandom.com/wiki/


Prelude

▶ In the most basic setting, players in a game are secretly
divided into two teams: Crewmates and Impostors.
▶ Impostors’ goal is to blend in and kill/eliminate all crewmates.
▶ Crewmates’ goal is to find the impostors and eliminate them.

▶ In the most common setting, there are a total of 10 (distinct)
players in a lobby, among whom 2 are selected as Impostors.2

▶ How many distinct ways are there to select impostors?

Select two players from ten,
(
10
2

)
= 45.

2

Only Impostors see this screen. Crewmates see the figure on the last slide.
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Teammates

▶ Define P as the set of all players.
Define R : P → P as the relation where aTb if and only if a
and b belong to the same team.

▶ Is R reflexive? Yes.

▶ Is R irreflexive? No.

▶ Is R symmetric? Yes.

▶ Is R anti-symmetric? No.

▶ Is R transitive? Yes.

▶ Is R an equivalence relation, a partial order, or neither?
Equivalence relation.

▶ How many equivalence classes are there in R?
Two. Impostors and Crewmates.
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Selecting the impostor team

▶ Let’s name the players P = {a, b, c, d , e, f , g , h, i , j}. Consider
the “experiment” of selecting two impostors from the players.

▶ What is the sample space of this experiment?
Ω = {I ⊂ P : |I | = 2}

▶ How many outcomes are there for this experiment? 45
▶ What is the event space of this experiment?

P({I ⊂ P : |I | = 2})
▶ How many events are there for this experiment? 245

▶ How many outcomes are in the event
“player a is an impostor”? 9

▶ Note that all the above are known without specifying the
underlying probability distribution.
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Selecting the impostor team

▶ The game claims to select the impostors at random such that “each
player has an equal chance to be an impostor”. Does this guarantee
that each impostor team has a 1

45 chance of being selected?

▶ No. for example, it could be the case that only the five outcomes
{a, b}, {c, d}, {e, f }, {g , h}, {i , j} are associated with positive probability
(1/5 each).

▶ Let’s now assume all 45 outcomes have equal probability for each
game. What is the probability that in two games in a row we get
the same impostor team?
▶ The correct answer is we don’t know until we assume the experiments are

at least pairwise independent. Then it is 1
45
.

▶ Assume all games are mutually independent so this is a repeated
experiment. If we play 45 games in a row with the same players,
how many times in expectation will we find the impostor team in a
game being the same as the previous one?
▶ For every two consecutive games, we can define an indicator variable with

expectation 1
45
. Using the linearity of expectation, the expectation of the

sum of these variables is 44
45
. Did you say 1?
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Dressing up

▶ Players in the lobby must select one of the 18 available colors:
Red, Blue, Green, Pink, Orange, Yellow , Black, White ,

Purple, Brown, Cyan, Lime , Maroon, Rose , Banana , Gray,
Tan, and Coral. Every player has to have a different color.

▶ How many distinct ways are there for all 10 (distinguishable)
players be colored?
▶ 18× 17× 16× . . .× 9 = 18!

8! .
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Dressing up

▶ Define the coloring function C from the domain of P (all
players) to the codomain of the set of all colors. More
specifically, C maps each player p ∈ P to its color C(p).

▶ Is C injective? Yes.

▶ Is C surjective? No.

▶ Is C bijective? No.
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Color paradox

▶ Claim. All players have the same color.

▶ Base case. When there is n = 1 player, the claim is satisfied.

▶ Inductive hypothesis. When there are n = k player for some
k ≥ 1, all players have the same color.

▶ Inductive step. Consider when there are (k + 1) player. Pick
two specific players a and b.

▶ Consider the set P1 of all the players except a. By inductive
hypothesis, these k players all have the same color.

▶ Same for the set P2 of all the players except b.
▶ Therefore, all k players have the same color.

▶ What is wrong with this induction?
The last step in the inductive step does not hold when k = 1
and (k + 1) = 2. In this case, the two sets P1 and P2 are
disjoint.
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Dressing up more

▶ Players can further customize their look by choosing to wear a hat,
a skin, a visor cosmetic, and even decide to have a pet.

▶ In vanilla game, there are 99 (free) hats, 12 skins, 4 visor cosmetics,
and 2 pets to choose from. These decorations are optional.

▶ Players can wear the same things as others.
They are already distinct in colors, after all.

▶ In how many different ways can one player customize their look,
disregarding color (because that part depends on other players)?
▶ Product rule: (99 + 1)(12 + 1)(4 + 1)(2 + 1) = 19500.

Note the +1s in each category account for choosing nothing.
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Voting

▶ Voting happens if someone reports a body or calls an emergency meeting.

▶ Each player can vote for any player, including self, or skip (pass).3

▶ If one player gets a majority of votes, the player gets ejected from the
spaceship and eliminated from the game.

▶ In the early days of Among us the votes are shown directly with color
coding (see figure), so it is clear who voted whom.

▶ Assume this is an emergency meeting where all 10 players are alive (and

thus can vote). How many different voting results can there be?
▶ Each player has 11 actions (including skipping), so 1110 = 25937424601.

3

In actual gameplay one can simply not vote which is different than skipping. We will exclude that possibility.
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Voting anonymously

▶ In 2020 Anonymous Voting was implemented. When enabled, it is
no longer displayed which vote came from whom.
▶ In other words, votes are now indistinguishable (see figure).

▶ Assume now 9 players are alive and thus can vote. How many
different voting results can be displayed now?
▶ Stars and bars. We need to distribute 9 votes across 10

candidates (treating all skipped votes as one “candidate”). So
9 stars and 9 bars. This is

(
9+9
9

)
=

(
18
9

)
= 48620.
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Not voting out someone
▶ Anonymous voting with 8 players alive. Nobody skipped.

How many different ways can we not vote out anyone?
(Remember the player who got the highest number of votes is voted out,

but no one is voted out if it is a tie.)

1. If there is a two-way tie of 3 ≤ x ≤ 4 votes, the remaining (8− 2x) votes
distribute across all other 6 players (so 5 bars).4

4∑
x=3

(8
2

)
·
(8− 2x + 5

5

)
2. If there is a tie with 2 votes, it could be a two-way tie, a three-way tie, or

even a four-way tie. For a y -way tie, we just need to figure out
who else among the remaining 8− y players also got a vote.

4∑
y=2

(8
y

)
·
( 8− y

8− 2y

)

3. Finally... there may be a 8-way tie with 1 vote.

1

4

To sanity check, again verify that when x = 4 the brown part reduces to 1.
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Communication is key
▶ According to Among us’s official Twitter account5 in 2020,

Impostors won roughly 60% of the time while Crewmates only won
roughly 40% of the time.6

▶ Recall that every player has a 20% chance to be an Impostor in a
10-player, 2-impostor game. Given all this information, what is the
expected winning chance for an “average player” in each game?
▶ We can denote I , C , and W as being an Impostor, being a Crewmate,

and winning the game. Assume all the hidden assumptions hold, we have

Pr[W ] = Pr[W |I ] ·Pr[I ] +Pr[W |C ] ·Pr[C ] = 0.6× 0.2+ 0.4× 0.8 = 44%.

▶ Given that an “average player” won a game, what is the probability
that they were an Impostor?
▶ We can apply Bayes’s Theorem:

Pr[I |W ] =
Pr[W |I ] · Pr[I ]

Pr[W ]
=

0.6× 0.2

0.44
= 27.3%.

5
https://twitter.com/AmongUsGame/status/1334923871611461638

6
This may have included all settings, not just 10-player 2-impostor games. Moreover, most public lobbies were

played without a side voice channel for players to verbally communicate. In late 2020, when a group of streamers
played with a Discord voice channel to aid discussion before voting, Impostors only won roughly 30% of the time
whereas Crewmates won roughly 70% of the time.
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Reactor meltdown

▶ Besides killing everyone, another way Impostors may win is through
enacting a Reactor Meltdown. Crewmates then have to rush to the
scene and resolve the issue in a certain time limit (e.g., 30 seconds).
If Crewmates fail to do so, Impostors win the game.

▶ Now 7 players left, 2 of which are Impostors (so they are not going
to try resolving the meltdown). Each of the 5 Crewmates has a
probability of 1/5 to successfully rush to the reactor on the map.
▶ However we do not know whether this probability is correlated

between different Crewmates.
▶ What is the maximum probability that some Crewmate resolves the

reactor? We apply union bound:
Pr[A1 ∪ A2 ∪ · · · ∪ A5] ≤

∑5
i=1 Pr[Ai ] = 5× 1/5 = 1 = 100%.

▶ What is the minimum probability that some Crewmate resolves the
reactor? It is just 1/5. In this multiverse,
either all Crewmates arrive in time (with probability 1/5)
or they all don’t make it (with probability 4/5).
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It takes two

▶ Those who have actually played Among us may know it actually
takes two Crewmates to fix the reactor.

▶ We will now assume each of the 5 Crewmates will arrive in time
(mutually) indepedently with probability 1/5.
What is the probability that Crewmates can fix the reactor?
▶ This is now a Binomial distribution. We need at least 2 successes

out of 5 trials. So:
5∑

i=2

(
5

i

)
pi (1− p)5−i , where p = 1/5.

▶ This evaluates to about 26.3%.
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Death time

▶ Right before the countdown goes to 0, someone reported a body,
which triggered a meeting to save the game.

▶ Recall P is the set of all players. Define R : P → P as the relation
where aRb if and only if a dies (or gets voted out) strictly before b.

▶ Is R reflexive? No.
▶ Is R irreflexive? Yes.
▶ Is R symmetric? No.
▶ Is R anti-symmetric? Yes.
▶ Is R transitive? Yes.
▶ Is R an equivalence relation, a partial order, or neither?

Partial order.
▶ Is R a strict partial order? Yes.
▶ Is R a total order? No (not everyone dies).
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Venting

▶ Impostors can hop into vents and discreetly travel to connecting
vents (see the “venting graph” G for the The Fungle above).

▶ How many connected components are there in G? 3.
▶ How many colors at minimum do we need to vertex-color G?

3, but not these colors on the graph. We need only two colors for the

red system (an even cycle) or the yellow system (a path), but the green

system is a triangle that needs three colors.

▶ How many red venting walks of length at most 8 are there?
▶ This includes entering a vent and staying there (length-0 walks).
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Venting

▶ 4 walks have length 0 (entering at each red vent). T (0) = 4

▶ For each venting walk with length k, there are two walks with length
(k + 1) because there are two connecting red vents for the next step

▶ T (k + 1) = 2T (k), ∀k ≥ 0

▶
8∑

k=0

T (k) = 4 + 4 · 21 + · · ·+ 4 · 28 = 4

(
1− 29

1− 2

)
= 2044
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Don’t get caught

▶ Each time Impostors hop in and out of the vent, they risk getting
seen by Crewmates.7

▶ Say there is a 10% chance an Impostor get caught venting each
time (independently). If an Impostor keeps venting, what is the
expected number of times they can vent without getting caught?
▶ Geometric random variable with “success probability” 0.1,

so expected number of trials to first “success” is 1
0.1

= 10.
Note that this means “caught on the 10-th try”,
so the number in question is actually 10− 1 = 9.

▶ What is the variance of this number?
▶ The variance of a geometric r.v. is 1−p

p2
. We are interested in the

r.v. that is this r.v. minus 1, but that doesn’t affect the variance.
Plugging in p = 0.1, this evaluates to 0.9

0.01
= 90.

7
If you vent with a pet, your pet follows you after you jump in, increasing the chance that you get caught...
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It is hot out there

▶ Another way Crewmates can win is through completing many tasks.
One of the short tasks in Among us is Record Temperature.

▶ For the temperature outside the spaceship, READING will show a
random positive integer, and Crewmates need to adjust the LOG to
the same number. The probability distribution of READING is
unknown, but its expected value is 300. What is
Pr[READING > 360]?

▶ We don’t know. But using Markov’s Bound,

Pr[READING > 360] <
E[READING]

360
=

5

6
.
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It is cold in here

▶ For the temperature inside the laboratory, READING will show a
random integer (it now can be negative). The probability
distribution of READING is still unknown, but its expected value is
−30 and its variance is 36. What is Pr[READING > 0]?

▶ We don’t know. But note that the standard deviation is
σREADING =

√
36 = 6. Using Chebyshev’s Bound,

Pr[READING > 0] ≤ Pr[|READING− E[READING]| > 30]

= Pr[|READING− E[READING]| > 5 · σREADING]

<
1

52
=

1

25
= 4%.
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Postlude

▶ Problems all solved, tasks all completed, but one question remains

▶ You were probably hyperfocused on the contents and didn’t pay
attention to the environment...

▶ Now look around the room. Look at the people.
Do you know everyone here?
(Some TAs are in the class. Look at the TAs too).

WHO IS THE IMPOSTOR?? Spoiler prevention

24 / 25
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Postlude

▶ Impostor syndrome can happen when people “doubt their skills,
talents, or accomplishments and have a persistent fear of being
exposed as frauds”.8

▶ NO ONE IS IMPOSTOR HERE. WE ALL BELONG.

8
Langford, J., & Clance, P. R. (1993). The imposter phenomenon: Recent research findings regarding

dynamics, personality and family patterns and their implications for treatment. Psychotherapy: theory, research,
practice, training, 30(3), 495.
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